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Abstract— Estimates show that a significant proportion of 
future ICT related energy consumption will be from Cloud 
Computing. Based on detail analysis and survey of energy 
consumption and optimization trends in cloud computing, this 
research presents a comprehensive end-to-end energy 
consumption model of a cloud facility extending from the end-user 
equipment to the data center facility. The model is subdivided into 
three planes and four associated layers and depicts the cross-plane 
and cross-layer relationships between the components in terms of 
energy consumption and potential optimization areas and 
provides a reference framework for planning power optimization 
strategies at a cloud facility.  
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I. INTRODUCTION 
Information and communication technologies (ICT)  

equipment accounted for around 2% of the total energy 
consumption (80 million megawatt-hours annually in recent 
years [1]. It is estimated that by 2025 Information and 
communication technologies will consume 2.7% of the total 
energy usage generating 1.43 gigatons of CO2 [2].  Based on 
recent trend, it is predicted that a significant proportion of future 
ICT activities will be based on the cloud computing model and 
as a result the cloud computing infrastructure will account for 
up to 60% of ICT related energy usage [3]. Therefore, to reduce 
the overall ICT related power usage, power consumption in the 
Cloud Data Centre should be one of the main focus. 

There are several benefits for optimizing the energy 
consumption in the cloud. Firstly, it will help to reduce the 
energy bills which are directly proportional to the energy usage. 
With the spiralling trend in energy prices, energy efficiency is 
significant for the long term competitiveness of the cloud 
model. Secondly, reduction in direct energy consumption will 
also reduce indirect energy usage and its associated energy cost.  
Thirdly, in the future government regulations on CO2 emissions 
will bring further stringent guidelines on level of energy usage 
on ICT facilities. Therefore, for the cloud model to be 
acceptable energy consumption has to be optimised.  Finally, 
higher energy consumption leads to higher heat dissipation and 
reduces the life cycle and mean time between failures (MTBF) 
of cloud hardware thereby increasing the equipment cost and 
therefore the cost of cloud service. For all these reasons it is vital 
that a cloud solution is energy efficient.  

The rest of the paper is organised as flows: Section II 
presents an analysis of energy consumption in a cloud facility; 
section III presents the overview of the proposed end-to-end 

energy consumption model; section IV presents the cross-
sectional analysis of the three planes and four layers of the 
model; and finally, section V presents the a summary of the 
main features of the model and future work.  

II. ENERGY CONSUMPTION IN A CLOUD FACILITY 
The energy consumption of a cloud facility can be 

categorised based on direct and indirect energy usage [Fig. 1 ]. 
The direct energy consumption is related to ICT equipment that 
constitutes mainly of servers, but also includes storage and 
networking equipment. The nature of power consumption of 
these equipment can be classified as static and dynamic power 
dissipation. Static power dissipation is primarily caused by 
leakage current in the equipment circuitry and is independent of 
the load on the system. Server components such as memory, 
storage, network interfaces primarily contribute to this energy 
consumption. In a typical cloud server, this can constitute for up 
to 60% of the peak power [4]. In contrast, dynamic power 
dissipation is directly proportional to the workload on the 
system and depends primarily on the CPU utilisation of the 
servers, along with traffic load across the networking devices 
and read/write activities on the storage systems.  

Fig. 1. Direct and indirect energy consumption in a Cloud 

On the other hand, indirect energy consumption mainly 
involves powering the cooling equipment that is responsible for 
maintaining the temperature of the ICT equipment at optimal 
level. It is directly proportional to the direct power consumption. 
Studies show that indirect power consumes a larger share (40 – 
70%) of the total energy consumption of a cloud facility [7, 8]. 
Therefore, reducing the amount of direct energy consumption 
will also reduce the amount of indirect energy usage in cooling 
equipment. Hence research in energy efficiency of a cloud has 



to consider both direct and indirect energy usage and their 
correlation. 

III. THE PROPOSED END-TO-END ENERGY CONSUMPTION MODEL 
There have been various categories of research on energy 

optimisation covering different aspects of cloud and ICT in 
general.  The proposed model provides a framework in which 
some of these individual solutions can fit together and work in 
synchronisation to provide an end-to-end seamless energy 
efficient cloud solution. The architecture of the model consists 
of three vertical planes covering the end-to-end path from the 
customer up to the cloud. These planes are the client or user 
equipment plane, the network plane and the data centre plane. 
Each of these planes is further subdivided into four horizontal 
layers. Each of the layers has different levels of abstraction of 
resources, energy usage and energy management. [Fig. 2]. This 
includes managing energy at the granularity of physical 
processor and memory at the lowest physical resource layer, 
followed by managing at the hardware level such as servers, 
routers and switches at the physical device layer, followed by 
virtual machines at the virtualization layer and finally the 
cooling and facilities system at spatial layer. A key factor that 
influences the energy usage and efficiency on an end-to-end 
basis is the service model of the cloud. There are several types 
of services available on the cloud. These could range from 
simple storage and infrastructure, to processing, to software, to 
full scale application hosting platform [7]. The type of service 
provisioned determines the energy requirement and therefore 
the suitability of the service over the cloud .   

Fig. 2. End-to-end Energy Consumption Model 

IV. CROSS-SECTION OF THE MODEL:  THE VERTICAL PLANES 
AND THE HORIZONTAL LAYERS 

A cloud provides performance, scalability and reliability by 
using redundant resources distributed across the cloud 
infrastructure. The goal is to ensure that the right resources are 
selected to meet the service level agreements (SLAs) of the 
tasks with the most optimal utilisation of energy. In this context, 
there are two key factors that are significant for energy 
optimisation across the vertical planes and the horizontal layers 
of the energy consumption model. Firstly, in each of the layers 
efficient scheduling mechanism is used to optimise the resource 
usage at the layer [8]. Secondly, this is synchronised with a 
cross-layer top down signalling framework to communicate and 
map energy related information across the layers [10]. For 
example when a new task is assigned to the cloud, the 
virtualization layer may decide based on the SLA whether to 
schedule the task to an existing virtual machine, to initialise a 
new virtual machine on an existing physical machine or to boot-
up a new physical server. In order to make this scheduling 
decision, the virtualization layer relies on accurate information 

on current resource availability and their energy consumption 
level from the underlying physical device layer which in turn 
depends on information from the resource layer. Based on 
accurate capture, aggregation and signalling of these 
information across the underlying layers efficient scheduling of 
resources can be achieved on a particular layer. An analysis of 
the energy consumption across the three vertical planes and their 
associated horizontal layers is presented below: 

A. Data Centre Plane 
The main focal point for energy usage is the data centre 

plane. Here the main consumers for direct energy consumption 
are the servers, followed by networking and storage devices 
[11]-[13] [Fig. 3]. This vertical plane is divided into four 
horizontal layers based on the abstraction of energy usage [Fig. 
2]. At the lowest layer are the physical resources. The main 
consumer here is the processor, followed by primary and 
secondary storage and peripheral devices. Research shows that 
the dynamic power consumed by a processor is proportional to 
the cubic power of the operating clock frequency. Therefore, 
power can be saved by scaling the clock frequency based on the 
load on the processor and the deadlines of the tasks. Over the 
years, processor manufacturers have introduced central 
processing units (CPU) based on frequency/voltage scaling 
(DVS) [11]. The full extent of DVS is exploited by using energy 
efficient processor level scheduling scheme in the 
multiprocessor environment of a cloud server. Some of these 
schemes also consider indirect energy costs in memory 
contention and DVS overheads [14, 15]. Similar approach to 
CPU clock gating have been extended to other hardware 
resources by powering down redundant hardware parts of chips 
(power gating), memories and peripheral devices to low power 
states [13, 16]. 

Fig. 3. Energy consumption at the Data Centre Plane 

Studies shows that up to 40% of the power consumed by a 
typical server could be used up by the memory [17]. This 
memory usage can be optimised by partitioning memory into 
fine grained smaller units and then individually managing the 
power state of these units by a controller. However, there is a 
drawback in this approach which is the additional latency 
overhead in resynchronising back the memory units from idle to 
full operating state. The number of resynchronisation can be 
optimised to certain extent by concentrating the memory 
requests to a limited number of memory units and running them 
at a high utilisation level and switching on new units only when 
the existing capacity is full.  In addition, the memory units could 
have different power state such as fully active, standby, nap and 
fully passive mode with each state having a reduced number of 



active memory subcomponents and hence lower power state but 
at the cost of higher resynchronisation delay. A full active 
memory unit with active transistor-capacitor pairs, row and 
column decoders, sense amplifiers and bus drivers consume up 
to 40 times more energy than a passive memory unit with only 
the capacitor refresh circuitry on which is the minimum 
requirement for countering data loss against the leakage current. 
This huge difference in power consumption level makes 
optimisation of the resynchronisation latency important.  This 
can however be handled by an energy efficient memory level 
controller which could gradually update the state of the memory 
units in advance based on the trend of the load on the servers 
and hence avoid the effects of resynchronisation latency from 
the system.  

Secondary storage in a cloud computing data centre is 
generally based on hard disk arrays. Centralisation and 
consolidation of the storage space and hard disk usage can 
reduce energy consumption [18]. In addition, efficient disk 
array management system can reduce energy consumption at the 
disk access level by up to 65% [17]. These systems can either 
control the rate at which a disk spins or migrate the task to the 
disk with the right speed to meet the SLA. Furthermore, files 
that are not regularly used can be stored separately in low 
powered optimised disks to save energy. Recent technologies 
such as solid-state disks consume far less energy and are being 
used to replace the traditional hard disks. Cloud data centres also 
have significant amount of networking hardware for 
interconnection. Energy efficiency of the networking gears is 
discussed later in the networking plane section. 

In the data centre, the physical device layer is dominated 
mainly by the energy consumption of the physical servers. As 
mentioned earlier an idle server consumes around 60% of its 
peak power. Similarly a server with a low utilisation consumes 
up to 70% of its maximum power consumption [4]. Surveys 
conducted in data centre facilities shows that on average 10% of 
the servers remain unused and the mean load on the operational 
servers is only 20%. This level of over provisioning by the cloud 
service providers is mainly to guarantee a high level of service 
and availability to its customers during peak load. It has been 
found that significant energy efficiency of up to 30% can be 
achieved by consolidating tasks into a limited number of 
physical servers and running them at higher utilisation and 
switching off or hibernating the remaining servers. The physical 
server layer has to work very closely with the virtualization 
layer above and the physical resource layer below to achieve its 
objectives.  

Virtualization technique plays a key role in consolidation of 
the physical servers by aggregating the workload into a limited 
number of physical machines. Isolation between the workload 
environments is provided by logically partitioning the physical 
resources using virtual machines (VM). Virtualization can be at 
various levels and comes with different trade-offs [19]. Full 
virtualization provides virtualization of hardware and operating 
system (OS) but is comparatively slower whereas para-
virtualization and hardware assisted virtualization require 
support from modified OS and system hardware respectively 
but is faster [20, 21]. The efficiency gain from virtualization is 
highly dependent on the scheduling scheme used to distribute 
workload among the VMs . Here the choice is between whether 
to assign the task to an existing VM, start a new VM on a 
running server or to start a new physical server. The decision is 
based primarily on the SLA of the task and the existing load and 

capacity of the servers and VMs [22]. Some virtualization 
technique allows setting VM level ‘soft’ virtual power budget 
in addition to the traditional physical server level ‘hard’ power 
budget [23]. In this approach, a more comprehensive fine 
grained energy optimisation scheme is feasible considering both 
‘hard’ and ‘soft’ power budget to ensure both server and VM 
level energy targets are met. It has been demonstrated that by 
using virtual power management techniques up to 34% 
improvement in power consumption can be achieved in a 
heterogeneous server system. The utilisation level of a cloud 
infrastructure is dynamic and changes as new tasks joins and old 
tasks ends. Therefore, the cloud infrastructure has to be 
continuously monitored and tasks or VMs may have to be 
migrated midway to choose the most energy efficient option 
[24]. This can be achieved with a dynamic work conserving 
scheduling scheme that monitors the state of the cloud in real-
time and migrate accordingly. However, the migration decision 
has to consider the cost of migration in terms of delay and 
energy usage in copying and transporting the workload against 
the SLA and energy budget.  

Here, the performance of the scheduler is also dependent on 
its past knowledge of the characteristics of the tasks and their 
arrival pattern. It has been shown that prior knowledge of the 
different types of workload and their resource requirement can 
optimise energy usage by 20%. Here tasks can be efficiently 
distributed across a heterogeneous range of servers [25] that best 
matches the resource requirement of the tasks. In addition, any 
prior knowledge of the arrival pattern helps to prepare resources 
in advance of the task’s arrival and thereby reduce the energy 
wastage due to dead-time during server/VM boot-strapping. 

The topmost layer of the data centre plane is the data centre 
spatial layer. This layer mainly contributes to the indirect energy 
consumption mentioned earlier. Here, the energy usage is 
mainly due to the power consumption of the cooling equipment. 
Recent surveys show that there is a large variation (40-70%) 
across the industry on the amount of the data centre power that 
is spent on cooling equipment [Fig. 3] [26]. The energy 
consumption at this layer is directly proportional to the energy 
used at the lower layers. Recent studies [6] demonstrate that by 
improving the operational efficiency of a cloud facility a 20% 
savings in direct energy consumption of servers and networks 
facilities can be achieved. This consecutively will result in 30% 
savings in cooling cost. The increased performance and 
scalability demands have resulted in higher utilisation of the 
devices and reduction of server form factors. This has partially 
reduced the direct energy cost; however it has also created 
further engineering challenges in power delivery and cooling 
because of high voltage cable and hotspots on data centre floors. 
This effect can be partially offset by using a space and location 
aware scheduler that will distribute workload across different 
sites of a distributed cloud as well as at different regions of the 
floor space within a single cloud site using the temperature level 
as one of the decision parameter. In this way, hotspots can be 
avoided and the heat can be evenly distributed across floor space 
and sites. Studies show that by using techniques such as smart 
airflow management, variable speed cooling fans and by 
increasing the operating temperature to a slightly wider, yet safe 
range the cooling energy requirement can be reduced by up to 
25%. 

In a data centre, the power supply infrastructure is general 
based on AC (Alternating Current) power; however equipment 
such as standby UPS (Uninterruptible power supply) battery 



units, microchips and various other IT components are based on 
DC (Direct current) power. During the conversion phase from 
AC to DC, up to 20% of the power is lost. This can be prevented 
by using a DC power supply system throughout the data centre. 
In addition, modern DC power supply technologies are up to 
97% more efficient and can significantly reduce the energy 
consumption. 

B. Network Plane 
The role of the network plane has previously been mostly 

ignored in past analysis on the energy efficiency of the cloud 
infrastructure. However, the network is a vital factor while 
considering the energy efficiency of a cloud service. The scope 
of the networking plane extends from the communication 
interface of the end user devices all the way to the cloud servers. 
Some estimates rates the current annual energy consumption of 
the networking infrastructure across the globe at 167TWh [35] 
and an increasingly significant part of this is used to transport 
data for the cloud services. In the future this is likely to rise at a 
faster rate. It is estimated that soon the CO2 emission from 
networking infrastructures could reach up to 350 million tons 
[2]. A typical end-to-end connection from an end user to a data 
centre facility spread across three tiers of networks. These 
include the access, metropolitan and core networks. An 
overwhelming 94% of all networking equipment are located at 
the access network level. However, at the access level 
equipment have low capacity and also have a low utilisation 
(5%) and consume around 70% of the total energy of all the 
networking equipment. The metropolitan and core level makes 
up the remaining 6% of the equipment. However, they have 
higher capacity and consume around 30% of all networking 
equipment related energy. These equipment typically run at 
comparatively higher utilisation level of 30-40% [27]. 

Fig. 4. Energy consumption at the Network Plane 

Like the data centre plane, in the proposed model, the 
network plane is also divided into four  layers with hierarchical 
level of abstraction of energy consumption. At the physical 
resource layer, the main consumer of energy are the processors, 
switching fabric, I/O and buffers [Fig. 4] [28]. Similar to 
servers, processors speed within a networking device could be 
scaled based on demand using DVS techniques discussed earlier 
[13, 14, 15] to provide an adaptive link rate. At the switching 
fabric, energy could be saved by using energy efficient silicon 
technologies [29] or pure optical switching architecture [30]. In 
addition, the use of optical fibre could be extended from the core 
to the access . Passive Optical Network (PON) implementations 
have shown to significantly reduce the energy and related 
cooling cost [31]. Buffers in a networking device have to be 

accessible on a real-time basis and are generally associated for 
each input and output port. Some energy could be saved by 
increasing the utilisation of buffers by using schemes such as 
shared memory management among the ports. At the I/O level, 
there has been substantial research in energy optimisation at the 
level of network interface cards (NIC). It has been demonstrated 
that by putting idle interfaces to sleep mode up to 20% energy 
can be saved [32]. However, on packet arrival this approach 
may result in loss of a small fraction of the data depending on 
the wake-up latency of the system. A solution to this problem is 
to use a dummy wake-up packet before transmitting the actual 
data [33] or keeping part of the circuitry awake to sense packet 
on an arrival line [34]. In network interconnections with several 
redundant links another proposal is to shut down some of the 
links during period of low utilisation. It has been demonstrated 
that this could reduce energy consumption of a networking 
device by as much as 80% [35] in certain cases. This however 
is only feasible at the core and metropolitan level, where there 
are several redundant connections. At the access level, where 
networks are generally organised in tree structure this approach 
is not feasible. In this case, links could be run at adaptive rates 
based on the demand and energy can be saved using DVS. 
Another alternative is to buffer data and send out at intervals in 
burst. Here energy is saved by powering down the line in-
between the bursts. Any such scheme that requires changes in 
the state of the interconnection is a cross-layer issue and has to 
be coordinated with the upper layers.  

Energy efficiency at the virtualization and physical device 
layer of a network are closely interdependent. In long off peak 
period partially or completely shutting down redundant 
networking devices will significantly reduce direct energy 
consumption. However, it may trigger huge signalling overhead 
in path reorganisation at the routing level. A solution to this 
approach is to ensure that layer-3 overlay paths are not affected 
during reorganisation. This can be achieved by remapping the 
changes via layer-2 tunnels and virtual paths.  

There have been recent trend in softwarization,  
virtualization and soft partitioning of  networks using Software 
Defined Networking (SDN), Network Function Virtualization 
(NFV) and network slicing technologies. In SDN, the physical 
network can be centrally managed by a programmable control 
plane thereby reducing the processing load on the networking 
devices whereas in NFV virtual networking devices can be 
spinned off on-demand basis optimizing their usage and thereby 
power consumption. Network slicing technologies logically 
partition the physical network into a number of transparent 
virtual networks each running its own customised pool of 
scalable virtual resources [36]. When additional resources are 
required at the physical level, they could be transparently added 
without disturbing the virtual network model. In this way by 
virtually portioning and customising the network architecture 
energy could be saved by both increasing the utilisation of the 
network and reducing unnecessary signalling overhead. In all 
optimisation at the network plane it has to be ensured that the 
network still provisions sufficient quality of service (QoS) to 
guarantee the SLA of the cloud service.  

At the spatial layer, the challenges in optimising the energy 
consumption in heat management and on cooling equipment at 
a switching centre are similar to that of the data centre. The 
capacity per rack of the networking  equipment have increased 
more steeply in comparison to development in heat and energy 



management technology and this could be a bottleneck in the 
future [27]. 

1) Energy optimisation in emerging networking 
architectures 

As mentioned earlier, it is believed that in the future cloud 
centric data will be one of the main traffic on the networks.  
Therefore, to provide end-to-end energy efficient cloud service, 
the network plane has to significantly reduce energy 
consumption. There have been several types of suggestions of 
architectural level changes. For example, in the context of 
distributed cloud, end user’s request could be served from a 
localised edge cloud as in fog computing thus reducing the 
energy consumption in transport. Similar approaches are 
already being used in Content Delivery Networks (CDN) [37]. 
In the context of routing, the routing algorithms could be 
reengineered to concentrate traffic over a limited number of 
highly utilised links and powering down the remaining devices. 
This approach could optimise the wastage due to large 
redundant capacity on the networks. Another approach is to 
incorporate the energy usage level as a cost factor for route 
selection. This will ensure that the most energy efficient route is 
selected by the routing protocol . 

As mentioned, the SDN networking model centralizes the 
control plane of a network in a separate server away from the 
forwarding devices. This optimises the signalling and 
orchestration overhead of a network. This has both direct and 
indirect positive implication on the energy usage of a network. 
By optimising the complexity in the control plane of a network, 
the network could be made more flexible, fast and robust. This 
indirectly reduces the amount of processing energy used during 
route setup. This approach also directly reduces the energy 
consumption in the forwarding devices. A control plane 
typically accounts for around 11% of the energy consumption 
of a forwarding device.  Moving the control plane away will 
reduce the power consumption in the forwarding device to a 
more energy efficient centralised server. Moreover the overall 
power consumption across the control plane of the network will 
also reduce since it will not be linearly related to the number of 
devices. It is estimated that in the future a significant part of the 
networking plane of the cloud will be based on this model. 

A significant part of the transport energy is used up by 
control overhead and signalling. This is mainly contributed by 
protocol complexities, some of which are unnecessarily 
repeated across the layers and some are inherited from the past 
but pointless for modern communication links and today’s 
applications. It is estimated that by redesigning the protocol 
stack from scratch by focussing on cloud based services the 
transport overhead can be reduced by as much as 30-40%. 

In the future, a significant proportion of cloud services will 
be accessed over the mobile networking infrastructure. The 
radio segment of a mobile network consumes significantly more 
energy compared to a wireline network. Here, the energy usage 
in the radio segment could be optimised by using better cell 
planning, intelligent antenna systems (e.g. Multiple Input 
Multiple Output, beam forming, etc.) and state of the art 
frequency reuse and encoding schemes [38].  

C. User Equipment Plane 
The traditional user equipment for accessing the cloud 

service are workstations and laptops. The energy consumed by 
these products is based on the specification of the hardware and 
the peripheral devices as well as the load factor. There are 

international and national bodies that certify the energy ratings 
of these types of user equipment [15].  Energy optimisation 
techniques such as clock gating and power gating that are used 
for servers in the data centre can also be applied here. For 
compatibility between different equipment manufacturers there 
are industry compliant standards for switching peripheral 
devices, CPUs and computer system to different power state 
based on the level of usage [39]. For cloud intensive processing, 
thin clients connected to desktop virtualization software in the 
cloud is an alternative for workstations. They consume up to 
80% less energy than workstations and can significantly reduce 
the energy consumption at the user plane. A mobile or an 
Internet of Things (IoT) device is another energy efficient 
option for accessing the cloud. They are inherently energy 
efficient because of the limited lifespan of the batteries; 
however they have limited processing capability and storage. 
These deficiencies can be complemented by similar 
virtualization services at the cloud based mobile backend.  

V. CONCLUSION AND FUTURE WORK 
The main features of the end-to-end energy consumption 

model of the cloud discussed above are as follows: firstly, the 
approach towards energy efficiency is hierarchical from the 
granularity of the individual hardware components to the end-
to-end logical overlay system. At the lowest level, the individual 
sub-systems of the cloud hardware such as processor, memory, 
NIC and power supply unit (PSU) have to be energy efficient 
and the level of energy usage should be measurable and 
configurable. This information is mapped cross layer to the 
abstraction of system level efficiency of the hardware devices 
such as the physical servers and network switches. An end-to-
end cloud infrastructure generally has large scale redundancies 
of equipment and network capacity to deal with varying load 
and traffic demand. The approach in this model is to aggregate 
the workload both at the transport level as well as storage and 
processing. This optimises the energy usage since only a limited 
subset of the links and servers are run, albeit at a higher 
utilisation factor. In this context, efficient virtualization is 
important to virtually partition the network and the servers 
transparently to ensure that SLAs are not compromised. At the 
top, the floor space level optimisation is dependent on the 
optimisation at the underlying layers and the efficiency of the 
heat distribution, power conversion and the cooling system. In 
a distributed cloud, further space level optimisation is possible 
by distributing the workload to the most energy efficient 
location after factoring the energy overhead of both the network 
and the cloud server. Secondly, the model has a comprehensive 
framework for cross-layer communication to signal information 
on current load, rate of consumption and power budget to assist 
in the decision making process. Thirdly, at each layer there is an 
energy efficient robust scheduler to optimally distribute the 
workload among the competing resources of that layer.  In 
future work, this model can be used as a reference to construct 
a structured energy management framework for the cloud in 
which different energy optimization solutions catering to 
individual planes and layers of the model can be integrated 
together to provide a unified end-to-end energy efficient cloud 
solution.  
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