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Abstract—The paper investigates the influence of the load factor of the shared memory on the efficiency of multicore systems. Typically, all cores serve threads of one program in parallel by the OpenMP programming technology or execute independent programs. There are no interactions between threads and independent programs, but conflicts can occur when accessing the shared memory. Models of program execution in one core and a multicore computer are developed, considering the probabilities of successful calls and service times of all levels of the shared memory subsystem. The load factor of the first level cache is determined through the ratio of the L1 cache load time to the total execution time of the program. The execution of various types of programs is simulated. A technique for the acceleration coefficient of a multicore computer based on the total load factor of the shared memory has been proposed. Based on this insight, we apply our model to determine the acceleration coefficient for 4-, 8-, 12- and 16-core systems for different combinations of system parameters.
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I. INTRODUCTION

Significant extension of data volumes and complexity of the programs run by computer systems raised the problem of increasing their performance, scalability and efficient utilization of the processor cores. Despite significant progress in hardware implementation, system performance analysis and load factor on the multicore system are still challenging tasks. Typically, the efficiency of a multicore system is defined using the acceleration coefficient of parallel program execution or through the set of programs when using k cores. In reality, the acceleration achieved depends on many factors. In particular, not all of the program parts can be parallelized. Therefore, the program will remain consecutive fragments, the runtime of which will not depend on the number of cores used. Amdahl’s law [1] considers the ideal situation when executing parallel programs in multicore systems without considering many other conditions.

The performance of multicore computers is investigated by testing real programs [2-5] or applying synthetic tests [6-8]. It was noted that until the specific threshold, the efficiency of multicore systems virtually does not change with increasing the core number, which contradicts with the single-core version, and after reaching the threshold, it becomes decreasing. The loss of performance can be significant. For example, according to both Intel and AMD [9], the utilization rate of one core can be decreased to several tenths; the more cores being involved, the lower the utilization rate of one core can be achieved. There are several reasons for this phenomenon, for example:

- decrease in the frequency of the cores due to thermal load;
- insufficiently efficient load balancing;
- idle kernels due to conflicts when accessing shared computer resources.

It can be argued that the conflicts for accessing the shared memory is one of the main factors for the decreasing utilization rate and overall performance of a multicore system.

Several recent studies have proposed different techniques to evaluate performance of multicore systems and parallel applications. In [9], the efficiency of multicore systems was investigated, taking into account the influence of the load on the total memory. To solve the problems in the shared memory and improve the multicore system performance, a memory scheduling strategy was proposed in [10]. Several papers were devoted to examining different programming models in heterogeneous multicore systems [11, 12]. A comprehensive survey on parallel performance problems on shared memory multicore systems is represented in [13]. However, a methodology for computing the intensity of the memory requests has not been detected. To the best of our knowledge, most of the previous studies on the efficiency of multicore systems lack a holistic methodology for determining the calls’ generation intensity to the shared memory depending on the properties of the programs being executed with an acceptable error. Another aspect of this topic is the
efficiency of multicore computers through the acceleration factors and parameters of the computer cores. Therefore, the purpose of this paper is to study the intensity of calls generation to shared memory, the load factor of shared memory on the efficiency of a multicore computer, depending on the number of cores, properties executed by program kernels, parameters of kernels and shared memory.

The remainder of this paper is organized as follows. Section 2 presents a model of program execution in one-core system. Section 3 describes the proposed multicore system model and methodology. Section 4 presents the results achieved with proposed methodology. Finally, our conclusions and future work are described in Section 5.

II. THE MODEL OF PROGRAM EXECUTION IN ONE CORE

When a program is executed in one core, the following processes proceed in parallel: (1) all commands are read and prepared for the execution; (2) cache memories of three levels L1 (first-level cache), L2 (second-level cache), and L3 (third-level cache) are run and executed; (3) each request activates and runs functional units; and if necessary, requests are made to the computer shared memory. The entire execution time of some processes can be predicted with acceptable accuracy. For example, the busy times of the memory subsystem at all levels (cache memory and shared memory) can be achieved from the parameters of the core structure and levels of the memory subsystem, i.e. the number of memory access instructions in the program being executed, the cache structure memories of all levels, service times for requests at each level of the memory subsystem, the probability of successful hits in the cache memory of all levels.

However, the execution times of a number of processes cannot be predicted. In particular, without knowing the exact structure of the program being executed (sequential ordering of arbitrary commands, which commands depend on the result of previous commands, how many conditional transitions, how many commands of each kind, etc.), it is impossible to predict the degree of parallelism of the execution of commands in functional devices and the combination them with accesses to the memory subsystem [14]. The entire execution time of the program will be no less than the execution time of the longest stage of the parallel cycle.

When executing memory access instructions, the core accesses the L1 cache with the average time interval between adjacent requests. The request being successfully handled with probability \( P_{L1D} \) is served in time \( t_{L1D} \), and the command ends. In case of failure in the L1 cache with probability \( 1 - P_{L1D} \), a request to the L2 cache is generated. If successfully handled with probability \( P_{L2} \), the request is served by the L2 cache in time \( t_{L2} \) and the command ends. In case of failure in the L2 cache with probability \( 1 - P_{L2} \), \( (1 - P_{P1}) (1 - P_{L2}) \), a request is generated to the controller of the segment of the L3 cache. The request being successfully handled with probability \( P_{L3} \), is served by the controller of the third-level cache segment in time \( t_{L3} \) and the command ends. When the buffer of requests to the controller of the L3 cache segment is full, the core is blocked (stopping requests). If there are no requests in the input buffers of the third-level cache segment controllers, they are idle. In case of failure in the L3 cache segment with probability \( 1 - P_{L3} \), a request is likely to be generated and placed in the input buffer of the memory controller. As long as the buffer of requests to the core memory controller is full, the controller of the L3 cache segment is also blocked (stopping accepting new requests). Core memory executes requests in time \( t_{mem} \). In the absence of the memory access request, it is idle.

The flow of requests from the core to the L1 cache is random. The randomness of the request flow depends largely from the type of program including the number of memory access instructions, the order in which they follow in the program, the execution time of the program, the parameters of the core and the entire computer, the properties of the locality of the program, etc. The actual form of the law of distribution in intervals between requests is unknown. From these perspectives, the following assumptions have been made.

The simplest kind of random process is the sequence of independent trials represented as a sum of \( n \) random processes without predominance of one of them. It can be described with the exponential distribution of time intervals between successive events from \( n = 4-5 \) [15]. Therefore, for our model, we also assumed that the process of accessing the first level cache is the simplest with the exponential distribution of time between requests.

It is also known that utilizing the exponential law of time distribution between successive requests is one of the “hard” modes of operation. Performance indicators, in this case, are minimal. Under other laws of distribution, they are seen to be higher and even better. This fact suggests using exponential law to achieve the lower boundaries of the system performance indicators.

Finally, we assumed that it is known: (1) \( N_{LID} \) the number of memory access instructions in a specific program; (2) processing time for each cache level; (3) processing time in shared memory; (4) processing times by the communication subsystem; and (5) the likelihood of successful accesses to each cache level. Keeping this in mind, let us denote the full runtime of the program in the core by \( T_{FULL} \). The busy times of the corresponding levels will be as follows:

- L1 cache busy time: \( T_{L1D} = N_{LID} \cdot t_{L1D} \)
- L2 cache busy time: \( T_{L2} = N_{LID} (1 - P_{LID}) \cdot t_{L2} \)
- L3 cache busy time: \( T_{L3} = N_{LID} (1 - P_{LID}) (1 - P_{L2}) \cdot t_{L3} \)
- Core memory busy time: \( T_{FULL} = N_{LID} (1 - P_{LID}) (1 - P_{L2}) (1 - P_{L3}) \cdot t_{FULL} \)
Where $t_{LD}$, $t_{L2, L3}$, $t_{FULL}$ denote service times of one request by the L1, L2, L3 cache-memories and core memory, respectively; $P_{LD}$, $P_{L2}$, $P_{L3}$ are the probabilities of successful hits in the L1, L2, L3 cache memories, respectively.

We determine the utilization (load) of the first level cache by introducing $a_{LD}$ coefficient as ration of $T_{LD}$ to $T_{FULL}$:

$$a_{LD} = \frac{T_{LD}}{T_{FULL}}.$$

This coefficient enables the simulation of the execution of various types of programs. For example, $a_{LD} = 0.2$ means the L1 cache occupancy time is 0.2 of the total program execution time. At the same time, there is no need to make any assumptions about the composition of the commands in the program, the organization of the pipeline for processing commands in the core, the specific types of dependencies between the teams, and execution times of individual operations in functional devices.

The intensity of generating requests by one core to the first level cache

$$\lambda_{LD} = \frac{N_{LD}}{T_{FULL}} = \frac{a_{LD} \cdot N_{LD}}{t_{LD}} = \frac{a_{LD}}{t_{LD}}$$

For the rest of the levels, requests generating intensity can be computed similarly.

The second level cache $L2$

$$\lambda_{L2} = \lambda_{LD} \cdot (1 - P_{LD}) = \frac{a_{LD}}{t_{LD}} \cdot (1 - P_{LD})$$

The third level cache

$$\lambda_{L3} = \lambda_{L2} \cdot (1 - P_{L2}) = \frac{a_{LID}}{t_{LID}} \cdot (1 - P_{L2}) \cdot (1 - P_{L2})$$

The intensity for core memory

$$\lambda_{MEM} = \frac{a_{LID}}{t_{LID}} \cdot (1 - P_{L1D}) \cdot (1 - P_{L2}) \cdot (1 - P_{L3})$$

Then the load factor of memory by single core:

$$\rho_{MEM} = \frac{a_{LID}}{t_{LID}} \cdot (1 - P_{L1D}) \cdot (1 - P_{L2}) \cdot (1 - P_{L3}) \cdot \frac{T_{MEM}}{t_{LID}}$$

III. THE MULTICORE SYSTEM MODEL

The further study of the effectiveness of a multicore system is based on the set of assumptions that (1) the computer has one processor chip with $k$ cores; (2) buffers of sufficient size are implemented to achieve utilization coefficients close to the limit values; (3) all cores execute independent threads, which are independent and do not interact with each other, or they are threads of a well-parallelized program without interaction between them; (4) all processor cores use individual segments of the third-level cache memory, and there are no core accesses to “foreign” controllers of the L3 segments; (5) L3 cache is a combination device. This means that a new request can only be completed after completing the previous ones; (6) shared memory is also a combinational type device. A new request can be completed only after the completion of the previous request; (7) requests flow from the cores to the shared resource of a multicore computer (random access memory) is the simplest with the exponential distribution of intervals; (8) the requests flow served by shared memory is also the simplest with the exponential distribution law.

Considering the assumptions made, the functioning of a multicore computer can be represented as a two-phase queuing model. The first phase, consisting of $k$ cores, generates memory requests. The total intensity of the request generation by $k$ cores is

$$\lambda_{MEM} = \sum_{i=1}^{k} \lambda_{MEM}^i = \sum_{i=1}^{k} \frac{a_{LD}}{t_{LID}} \cdot (1 - P_{L1D}) \cdot (1 - P_{L2}) \cdot (1 - P_{L3})$$

In the case when all the cores perform identical (or close in composition) flows, we obtain

$$\lambda_{MEM}^k = k \cdot \frac{a_{LD}}{t_{LID}} \cdot (1 - P_{L1D}) \cdot (1 - P_{L2}) \cdot (1 - P_{L3})$$

The second phase runs the shared memory with the intensity of the execution of the requests expressed as $\mu = 1/\rho_{MEM}$. The core proceeds to generate a new request only after the generation of the previous request has been completed. When the buffer is full in the shared memory controller, the core is locked until free space appears in the buffer. The shared memory controller proceeds to execute a new request only after processing the previous request. If there are no commands ready for processing in the buffer and the core has not generated another request at this time interval, then the memory controller is idle.

The memory controller selects requests for execution from the buffer following the FIFO method. Fig. 1 shows a simplified block diagram of a multicore computer model.

![Simplified block diagram of a multicore computer model](image-url)

We assume that at its most basic level, a multicore computer model with one equivalent core could be equal to a $k$-core model with buffer and memory since (1) the productivity of the phases of the requests generation are equal; (2) buffers have the same size; (3) memory performances are equal; (4) the method of choosing the requests for execution are the same; and (5) the conditions for blocking the phases of generating requests are the same.

Then the process of investigating the functioning of the model can be described by following five steps: (1) Determine the states of the model; (2) Compile the state graph of the model; (3) Compile the system of equations for the probabilities of the model states; (4) Solve the system of equations; (5) Investigate the indicators of the efficiency of the model functioning depending on the values of various parameters.
The coefficient for equivalent kernel utilization rate can be expressed as
\[ H = \frac{1 - \rho_{MEM}}{1 - \rho_{LID}} \] if \( \rho_{MEM} \neq 1 \) and
\[ H = \frac{r + 1}{r + 2} \] if \( \rho_{MEM} = 1 \), where \( \rho_{MEM} \) denotes the total load factor of the shared memory. Load factors of memory with one core and \( k \) cores
\[ \rho_{MEM} = \alpha_{LID} \cdot (1 - P_{L1D}) \cdot (1 - P_{L2D}) \cdot (1 - P_{L3D}) \cdot \frac{t_{MEM}}{t_{LID}} \]
\[ \rho_{MEM} = \sum_{i=1}^{k} \rho_{MEM}^{i} \cdot \]

IV. RESULTS

By using proposed coefficients, it is possible to simulate the execution of different types of programs. At the same time, this release from making assumptions about the composition of the commands in the program, the organization of the command processing pipeline in the kernel, the specific types of dependencies between the commands, the times of execution of individual operations in functional devices that can be useful is some practical applications. The resulting values of the total load factors of memory for 4-, 8-, 12- and 16-core systems for different combinations of parameters are given in Table 1 and Table 2.

**TABLE I. TOTAL LOAD FACTORS OF MEMORY FOR \( L_{1D} = \{4, 10, 30, 150\} \) t**

<table>
<thead>
<tr>
<th>( \alpha_{LID} )</th>
<th>( P_{L1D} )</th>
<th>( P_{L2D} )</th>
<th>( P_{L3D} )</th>
<th>( \rho_{MEM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k=4 )</td>
<td>( k=8 )</td>
<td>( k=12 )</td>
<td>( k=16 )</td>
</tr>
<tr>
<td>0.2</td>
<td>0.7</td>
<td>0.90</td>
<td>0.90</td>
<td>0.680</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.09</td>
<td>0.97</td>
<td>0.360</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.360</td>
</tr>
<tr>
<td>0.4</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.540</td>
</tr>
<tr>
<td>0.5</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.540</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.540</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.540</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.540</td>
</tr>
</tbody>
</table>

**TABLE II. TOTAL LOAD FACTORS OF MEMORY FOR \( L_{1D} = \{4, 12, 36, 180\} \) t**

<table>
<thead>
<tr>
<th>( \alpha_{LID} )</th>
<th>( P_{L1D} )</th>
<th>( P_{L2D} )</th>
<th>( P_{L3D} )</th>
<th>( \rho_{MEM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k=4 )</td>
<td>( k=8 )</td>
<td>( k=12 )</td>
<td>( k=16 )</td>
</tr>
<tr>
<td>0.2</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.680</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.09</td>
<td>0.97</td>
<td>0.360</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>0.80</td>
<td>0.90</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.90</td>
<td>0.97</td>
<td>0.360</td>
</tr>
</tbody>
</table>

The results of the dependence of the acceleration coefficient \( S \) on the parameters of the program and the multicore system shown in tables 1 and 2 are shown in table 3.

**TABLE III. SYSTEM ACCELERATION COEFFICIENT IF \( P_{LID}=0.7; P_{LID}=0.8; P_{LID}=0.97 \)**

<table>
<thead>
<tr>
<th>( \alpha_{LID} )</th>
<th>( \rho_{MEM} )</th>
<th>( \rho_{MEM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>form table</td>
<td>form table</td>
</tr>
<tr>
<td>0.2</td>
<td>0.7</td>
<td>0.90</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.4</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.5</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7</td>
<td>0.80</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>0.80</td>
</tr>
</tbody>
</table>
From Table III we can see that acceleration coefficient $S$ of a multicore computer can be determined as follows: $S = k$ if $\rho_{MEM}^S \leq 1$ and $S = k / \rho_{MEM}^S$ if $\rho_{MEM}^S > 1$

V. CONCLUSIONS

The main challenge when using proposed technique is to determine the load factor of the 1L cache. The value of this coefficient is largely depends from the number of memory access instructions in the program and their relationship with the total number of instructions in the program, as well as the type of processing instructions, the presence of various information dependencies between the instructions and the parameters of the actuators.

For the specific heavy-duty programs, it is possible to identify the sections of the program that make the greatest contribution during execution, to write simplified code for implementing these sections in a pseudo-assembler. An analysis of these programs will make it possible to determine the structure of the program (the number of memory access instructions, the presence of information dependencies between the instructions, the type of data being processed). Knowing the parameters of the processor (latency of cache memories, their volumes, execution times of the main operations, frequency), memory of a specific multi-core computer, as well as the structure of programs, makes it possible to determine a specific range of values of the load coefficient of the cache of the first level and use the proposed method to determine the coefficient accelerating a multicore computing system when executing a specific program.
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