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‘AI coaching’: democratising coaching service or offering an 
ersatz?
Tatiana Bachkirova and Rob Kemp

Oxford Brookes Business School, Oxford Brookes University, Oxford,UK

ABSTRACT  
Organisational coaching is not the only field that has recently been 
challenged by the extraordinary developments in artificial 
intelligence (AI) with a threat of replacement of human 
practitioners by machines. The challenges of this field, however, 
are unique because the nature of coaching remains fairly elusive, 
making comparison between human coaching and AI coaching a 
complicated exercise. In this paper we conceptualise the essential 
characteristics of organisational coaching and propose a number 
of criteria according to which interventions can be identified as 
coaching. Our conclusion is that AI ‘coaching’ does not meet 
these criteria. However, in considering various genres of 
organisational coaching along simple model-based types, we 
identify a number of elements in human coaching that could be 
augmented to various degrees by the use of AI.
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Implications for practitioners

. Acknowledging a long-standing issue of the lack of consensus about defining organ-
isational coaching we identify six essential characteristics of coaching. In combination 
they can serve as criteria according to which it is possible to say if organisational inter-
vention can be named as coaching.

. Stand-alone artificial intelligence coaching does not meet these criteria and requires a 
different name.

. It is suggested which elements of human coaching can be augmented by the use of AI 
according to different types of coaching.

Introduction

Fast growth of artificial intelligence (AI) application in various contexts has bewitched 
the coaching community creating a huge wave of enthusiasm and anxiety. This enthu-
siasm is a typical reaction of coaches to new and popular ideas that could give them 
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marketing advantage in the ever-competitive coaching industry. Bachkirova and Bor-
rington (2020) describe such ideas as ‘beautiful’ but warn that they can ‘make us ill’ if 
accepted uncritically. Until recently neuroscience was the ‘flavour of the month’ and 
now it is AI. The anxiety that coaches feel about AI development is also natural in 
response to threatening discussions in various fields that some knowledge-based pro-
fessions may become redundant and fully replaced by AI (Dwivedi, Kaur, Choudhary, 
Singla, & Barnwal, 2023). Even if not irrational, both of these reactions, we would 
argue, are based on limited understanding of what AI coaching is, what it actually 
offers, what opportunities and what issues it presents and how it concurs with the 
rationale for coaching services, particularly in organisations. And yet again, these discus-
sions reveal a long-standing controversy – the lack of consensus about what is meant by 
coaching per se (e.g., Bachkirova & Kauffman, 2009; Garvey et al., 2010; Grant et al., 
2023).

The emerging literature on the use of AI in coaching is mainly descriptive (Passmore & 
Woodward, 2023) with some initial attempts at conceptual analysis (Graßmann & Scher-
muly, 2021) or empirical investigation (Passmore & Tee, 2023; Terblanche et al., 2022a, 
2022b), which aims at gathering feedback and evaluating the value of the actual use of 
some initial devices that utilise artificial intelligence for coaching purposes. Very few 
authors so far discuss the conceptual issues that the introduction of AI presents to coach-
ing as a practice. The discussions about AI in coaching communities vacillates between 
attention to advantages and disadvantages of AI in comparison to human coaching, 
often not specifying the problems that need to be solved nor potential ways of how AI 
should be used whether as augmentation or replacement. In all discussions, whether 
research or practitioner based, the understanding of coaching is regularly assumed as 
unified and uncomplicated: in other words, ‘just coaching’ (Passmore & Tee, 2023).

The main incentive for development of AI coaching (AIC) as a substitute of human 
coaching is typically identified as being the democratisation of coaching (Terblanche, 
2020; Terblanche et al., 2024) meaning freer access to something that is rightly recognised 
as not available to many people. It is important to mention parenthetically that AIC is ‘sold 
as a service’ to organisations by AI developers, which also restricts access to such service 
for wider populations. A more serious concern with this claim, in our view, is that such 
‘democratisation’ might obscure the same divide that already exists between those 
with and without means and power, but in this case by offering to the latter a poor sub-
stitute – an ersatz – under the name of coaching.

To explore if this is the case, we aim to consider from the position of philosophical 
pragmatism (Dewey, 1938; Peirce, 1878/1955) how AI contribution to coaching concep-
tually coheres with the idea and practice of organisational coaching. We believe that 
one of the best things that the ‘AI revolution’ brings to coaching is forcing coaching scho-
lars and practitioners to face the need to explore and become more explicit about what it 
is that constitutes coaching, what its main purpose is, and what it is that is unique about 
the value it adds in comparison to other interpersonal interventions. This analysis is 
important not only for the initial stages of introduction of AI but also for any future 
efforts in AIC development and implementation that would likely draw on substantial 
resources in comparison to other potential research projects and innovations.

Critically engaging with these questions, we explore the main conceptual challenges of 
the interplay between AI and the discipline of coaching. We propose a number of criteria 
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according to which services to organisations can be identified as coaching and explore if 
AIC meets these criteria when considered as a replacement of human coaching. We use 
‘organisational coaching’ in a similar way as ‘workplace coaching’ to specify coaching that 
involves a third-party sponsor (Bozer & Jones, 2018). Recognising the diversity of coaching 
genres and underpinning theories (Bachkirova & Borrington, 2019; Cox et al., 2023), we 
review how AI can be useful for the purposes of augmentation of human coaching. Ques-
tioning some previously held assertions in regard to augmentation (e.g., Graßmann & 
Schermuly, 2021) we offer a new framework for potential application of AI technology 
that can support and enrich human coaching without generating unnecessary competi-
tive turbulence.

What do we know at this point?

To start with terminology, current AIC devices are examples of Large Language Models 
(LLMs). In machine learning LLMs are artificial networks that are based in terms of 
input on texts accumulated by ‘web scraping’ (Krosnick & Oney, 2023) – collecting data 
from texts on the internet’s ever-growing world of information, as well as specific and 
intentionally selected use of training data (Moore & Lewis, 2010). They work by remixing 
and recombining existing writing by repeatedly predicting the next typically used words, 
thus generating convincing language, without understanding the meaning of the 
language processed (Bowman, 2023). One of the puzzles is the fact that LLMs are 
‘black boxes’ or ‘alien intelligence’ because it is not clear at this stage how they actually 
perform linguistic tasks (Frank, 2023).

A more significant puzzle is understanding, at least in general terms, what is referred to 
as ‘intelligence’ in LLMs. LLMs clearly demonstrate linguistic capability. However, if we 
believe that ‘intelligence’, as we know it, includes the capacity for making sense of what 
is experienced (Clark, 1998) coupled with capacity for reasoning then the term ‘intelligence’ 
is not strictly speaking justified in relation to LLMs (Gáti, 2023). This creates an interesting 
paradox that linguistic capability and intelligence do not necessarily go together. One 
useful way of understanding LLMs is as ‘stochastic parrot’, a term coined by Bender et al. 
(2021). Stochastic in this context implies that AI ‘outputs’ are random and are based on 
probability. Bender et al. (2021) describe a stochastic parrot as ‘haphazardly stitching 
together sequences of linguistic forms … according to probabilistic information about 
how they combine, but without any reference to meaning’ (pp. 616–617). That is why 
they sometimes produce obviously incorrect answers or ‘hallucinate’ as it is sometimes 
euphemised (Athaluri et al., 2023; Bontridder & Poullet, 2021; Passmore & Tee, 2023).

Another challenge of LLM products is that they are based on sophisticated ‘borrowing’ 
of the material created by human authors, often without fair or correct acknowledgement 
of appropriated sources impinging on the rights of the authors. The quality of such imita-
tion can be very impressive but those not familiar with original sources could be misled or 
accused of plagiarism (Rahman & Santacana, 2023)

In the context of AIC, we could say that an AI ‘coach’ essentially paraphrases the 
content provided by the client with some added noise. More sophisticated devices can 
‘remember’ a limited number of previous content and prompts by the client, which 
creates an impression of continuing and joined up conversation. However, AIC cannot 
understand the problem or task that is presented and cannot identify what is out of 
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context, incorrect or inappropriate. To be fair, one might argue that some human conver-
sations can also create an impression of such description, however, it is unlikely that such 
conversations can sustain a viable coaching relationship.

AI in the literature

Since the emergence of public access to web-based AI models, such as OpenAi’s ChatGPT 
in 2022, there has been an increasing volume of research on AI and LLMs to the extent of 
the emergence of meta-analysis (Blut et al., 2021; Kaplan et al., 2023; Schemmer et al., 
2022). Authors consider some questions relating to the utility of AI in practice – for 
example, how AI might assist learning, knowledge management (Jarrahi et al., 2023) 
and crucially, how humans interact with AI, such as considerations of anthropomorphism 
(Blut et al., 2021; Einola et al., 2023) and trust (Kaplan et al., 2023). The general literature on 
LLM’s also addresses some technical, but important aspects such as the size of the model 
regarding training data (Hsieh et al., 2023), misinformation, natural language and seman-
tics (Aladakatti & Senthil Kumar, 2023), ‘opaqueness’ (Toy, 2023) and inherent bias of 
systems (Ray, 2023).

As those with various interests in AI focus on differing aspects of the technology, 
research in allied or associated fields to coaching have emerged, such as therapy, psy-
chotherapy and mental health (Knox et al., 2023; Sedlakova & Trachsel, 2023; Swartz, 
2023). These publications raise issues of ethics, confidentiality, bias, utility and appropri-
ateness of AI application. Rather than an ‘all out’ assault on AI as inappropriate in the 
context of mental health, these authors raise potential issues from their professional view-
points and often make suggestions for where humans and AI might cooperate in service 
of the end goals of therapy. The research and writing in these allied fields are nascent, and 
the debates unresolved.

In the coaching literature, AIC brings in another set of considerations for this specific 
context (Clutterbuck, 2022, pp. 369–379). For example, Graßmann and Schermuly (2021) 
offer a definition of AI coaching ‘as a machine-assisted, systematic process to help clients 
set professional goals and construct solutions to efficiently achieve them’ (p. 109). The 
analysis of this definition highlights some problematic areas. What does machine-assisted 
mean? Is coaching solely a goal-related activity? This definition implies that goals are 
efficiently achieved, however coaching is often seen not as systematic and efficient, but 
rather multifaceted, ‘messy’ and experimental (Cavanagh, 2016; Cox et al., 2023). Addressing 
each of these questions is far from straightforward, considering that there is no universal 
concept of coaching and no agreement on its content and methodologies.

Furthermore, there are ongoing debates questioning the centrality of goals in coach-
ing and goal attainment being criteria of coaching effectiveness (e.g., Clutterbuck & 
Spence, 2017). This should put in perspective the definition of AIC by Graßmann and 
Schermuly (2021) and the result of research by Terblanche et al. (2022b) on the effective-
ness of coaching. The latter examined AI Coach ‘Vici’s’ impact on goal attainment, resili-
ence, psychological wellbeing and perceived stress over a (short) longitudinal study. 
Significant results were only obtained for Goal Attainment and on this basis, they con-
clude that Vici is effective, cost-effective and scalable.

Although wider AI literature is notable for a good deal of discussion around both capa-
bility and limitation of AI, in the coaching canon such discussions of AI are scant and 
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emergent. They are heavily focussed on efficacy and outcomes, with goal attainment 
usually at the fore. The questions not being asked in the published research so far are 
those around applicability in principle: should AI be used in coaching, and how might 
we make such decisions?

There are few attempts made to address questions of applicability, which require the 
need to consider a number of expectations or even standards currently applied to human 
coaches, i.e., if the coach is competent, safe and useful. Determining competence of 
human coaches is not simple, but the use of frameworks and standards (credentialling, 
accreditation and qualification) are accepted by some professional bodies as proxies for 
competence. Clearly, a machine cannot ‘hold’ any of these indicators of competence, 
but the question remains whether those who are training these devices hold them. Pass-
more and Tee (2023) report that Chat GPT-4, on being assessed by an International Coach 
Federation (ICF) Master Credentialled Coach, did not meet the standard for Associate Cre-
dentialed Coach (the lowest level of credential for the ICF).

To establish whether a human coach is safe to practice requires assessment by trained 
‘judges’, assured by coaches’ allegiance to a set of ethical standards and supported by 
their reflective practice, particularly in supervisory relationships. Once again, an AI 
model cannot be a member of a professional association, or sign up to an ethical frame-
work, or indeed be supervised. Safety can also be compromised in AIC due to LLMs being 
prone to ‘hallucination’ (Athaluri et al., 2023), factual inaccuracy (Bontridder & Poullet, 
2021) and bias (Ray, 2023).

We would also add that the most important question not yet addressed in the litera-
ture is whether what AI currently is capable of doing can even be recognised as ‘coach-
ing’. A first, very limited indication in the study by Passmore and Tee (2023) is not very 
promising: ‘In reviewing the output, the expert, an ICF master coach assessor, judged 
the GPT-4’s output not to be “coaching”’ (p. 8). To address such question, we would 
argue, a more substantial conceptual work should be undertaken in order to specify 
the criteria according to which an activity can be named as coaching.

How to compare human coaching and AIC?

Coaching as an organisational intervention has been recently enjoying its status without 
real battles with any other practices in terms of differentiation. Only at the early stages the 
need to distinguish it from therapy was actively discussed (e.g., Bachkirova & Baker, 2018). 
This concern is now reduced because the role of organisational context became an impor-
tant differentiator and there seems to be no ‘registered’ issues of ‘crossing the boundary’. 
AIC, however, creates a more serious threat, questioning not just a boundary but the very 
existence of human coaching.

This challenge brings coaching scholars back to the drawing board having to face the 
fact that the nature of coaching is not that simple to describe and is often perceived as 
opaque. However, in order to defend coaching it is important to know, at least in 
terms of the main principles, what the essential features of coaching are that allow it 
to be differentiated from other organisational interventions (Bachkirova, 2024). Other-
wise, it is impossible to compare what human coaching offers with what is on offer by 
AIC, particularly in light of the assertions that AI can do anything better in terms of 
skills and replication of simple models (Terblanche et al., 2022a).
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To start with, it is important to recognise that the problem of opaqueness of coaching 
has been long-standing (Bachkirova & Borrington, 2019) in spite of many studies demon-
strating the effectiveness of organisational coaching (e.g., De Haan & Nilsson, 2023; Thee-
boom et al., 2013). There are also many studies that indicate what seems to be making a 
difference for positive outcomes of coaching (e.g., Bozer & Jones, 2018). However, it is one 
thing to say what aspects of coaching engagements, when measured, correlate with the 
outcomes of coaching, but quite different thing to identify what describes the nature of 
coaching in terms of the most essential and unique characteristics. These essential and 
unique elements might be abstract, elusive, sometimes controversial or even esoteric, 
and certainly not all of them are easily measurable. It is quite possible though that 
these characteristics, such as the role of relationship or the self of the coach, make the 
main difference for the results of the coaching engagements (e.g., Bachkirova, 2016; De 
Haan & Gannon, 2017).

To identify the main principles and essential characteristics of coaching, it is useful to 
establish first, what coaching is not, i.e., training programmes, consultancy or individual 
reflection with use of various written sources of information and prompts. For example, 
we could agree that coaching is not an individual diagnostic and training session in 
which the coach is just a source of information. Incidentially, if it was, then the coach 
might lose to AI. It is also not useful to see coaching as a set of coach’s behaviours, often 
required during accreditation processes. Similarly, AIC can emulate observable linguistic 
behaviours. Furthermore, we now have significant evidence that professional coaching is 
much more than a mechanistic application of simple models with the predetermined set 
of questions (e.g., Cox et al., 2014; Theeboom et al., 2013), something that AIC devices cur-
rently emulate (Terblanche et al., 2022a). Organisational coaching, in particularly, is a recog-
nised intervention, often provided by highly educated professional coaches in ways that are 
theoretically sophisticated, ethical and methodologically adaptable for various clientele and 
assignments. Therefore, the task is to identify what keeps coaching as an intervention of 
choice in organisations by describing its specificity and uniqueness without fear of being 
seen as ‘not sufficiently scientific’ and without being embarrassed by its opaqueness.

With such an attitude, we acknowledge that the expansion of coaching in organisa-
tions is the result of a major shift in management learning from prescribed, theoretical, 
supplier-led provision to customised, contextualised, participative and experiential 
journey called ‘naturalistic learning’ (Kempster & Iszatt-White, 2012, p. 321). This led 
some coaching authors naming organisational coaching as being ‘professional develop-
ment through one-to-one conversation’ (De Haan et al., 2010, p. 607) or as ‘individually 
facilitated learning’ (Bachkirova, 2011, p. 7) in an organisational context. However, 
these ‘definitions’ are not sufficient for describing the full and unique nature of organis-
ational coaching. This might require new concepts, a deliberate analysis and keeping this 
conversation open for better conceptualisations. However, for the purposes of differen-
tiation with AI, that looms large in current conversations, we offer a preliminary concep-
tual description of the essential characteristics of organisational coaching.

Methodologically, this description is based on the conceptual analysis we conducted of 
the rigorous peer-reviewed theoretical publications and empirical studies which highlight 
significant features of organisational coaching. These publications, for example, include: 
Athanasopoulou and Dopson (2018), Hurlow (2022), Bachkirova and Borrington (2019), 
Cavanagh (2016), Cox et al. (2023), De Haan and Nilsson (2023) and Bozer and Jones 
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(2018). Our selection of essential elements of coaching from these publications was based 
on the quality of the argument, empirical evidence and consistency of recognition of par-
ticular characteristics identified in these studies. At the same time, it is important to 
acknowledge the interpretative nature of such analysis based on our own reflexive practice 
in coaching and supervising coaches. This analytical and reflexive approach does not 
intend to produce a complete and final set of criteria but to engage the coaching commu-
nity in relationally reflexive practice (Hibbert et al., 2014) that value alternative views and 
construct new interdisciplinary and critical conversation about AIC and human coaching.

Overall, we suggest that the main value for clients is a luxury of being understood in 
their unique and complex set of circumstances, with consideration of their personality, 
values and attitudes and facing therefore a unique set of challenges in work and life. 
The value of coaching conversations is determined by identifying together what is impor-
tant for the client to look into, how much they perceive the trustworthiness as a coach and 
how well they both can be attuned to each other in their joint inquiry. Following this con-
ceptualisation of organisational coaching, in the next section we describe in a more gran-
ular way what we believe to be the essential characteristics of human coaching in 
principle. We argue that these characteristics in combination should be seen as 
minimum criteria for recognising if any engagement can be identified as coaching or 
not, including AI-facilitated engagements.

The nature of organisational coaching with consideration of AIC

The essential characteristics of organisational coaching proposed in this section could be 
seen as a starting point for discussion on what can be considered as criteria for recognis-
ing organisational intervention as coaching. We argue that in combination these criteria 
make coaching distinct and uniquely valuable for individual clients in organisational 
context and, by extension, for organisations that commission coaching: 

. Joint inquiry

. Making sense of experience with focus on action

. Value-based (purposeful and ethical)

. Highly contextual

. Relationship based on trust

. Contracting-based

In the following subsections, we describe each of the proposed essential elements of 
organisational coaching with an argument for its inclusion, mentioning specific literature 
that supports it. Each argument is followed by the analysis of the extent AIC can meet the 
proposed criterion. The latter analysis is built on the literature about LLMs which we 
described earlier representing AI experts’ positions on current and future capabilities 
and limitations of relevant devices, including those designed to emulate coaching.

Joint inquiry

Seeing coaching as a joint inquiry is a key differentiator of coaching, recognised by all pro-
fessional bodies and literature, e.g., a very first feature of ICF definition of coaching is that 

COACHING: AN INTERNATIONAL JOURNAL OF THEORY, RESEARCH AND PRACTICE 7



it is a partnership (ICF, 2023). We believe that the concept of joint inquiry is more precise 
than simply ‘partnership’ because it encompasses what this partnership is for and implies 
a dialogue as its main means, including therefore both the end and the means of coach-
ing engagements. The philosophy of pragmatism, which has been argued to be a theor-
etical foundation of coaching (Bachkirova & Borrington, 2019; Humphreys, 2023; 
Ostrowski & Potter, 2023), describes inquiry as ‘a controlled and directed transformation’ 
of a puzzling indeterminate situation, which becomes transformed into a situation that 
enables the ‘best solution for now’ (Dewey, 1938, p. 72). This represents the reasons 
people usually engage in coaching: when their beliefs about reality and corresponding 
habits fail to guide them successfully to what they hope to achieve. They have a sense 
of doubt that needs to be overcome, and through inquiry they attempt to restore their 
system of beliefs in such a way as to provide warranted guidance for future action 
(Dewey, 1938; Peirce, 1878/1955).

Bachkirova and Borrington (2019) argued that any successful coaching engagement 
requires a state of mind in the client ready to recognise the need for inquiry and engage-
ment with a coach. Without such a state of mind in the client, which they called ‘disequi-
librium’ (Bachkirova & Borrington, 2019, p. 348), coaching falls short of the drive and 
energy required for productive work. The client determines the focus of inquiry by bring-
ing in the initial disequilibrium and both of them explore what could be seen as the core 
of this state. The coach looks at this situation as an opportunity not just to solve a particu-
lar problem, but also to extend the client’s overall capacity to make meaning and address 
any other situations (Bachkirova & Borrington, 2019; Cox, 2013). The coach’s role is to con-
tribute to inquiry by recognising any emotional significance in the issue, participating in 
better understanding of the situation and the core of the problem, and exploring poten-
tial actions and their consequences.

AI cannot be a partner in a joint inquiry because it lacks subjective experience and 
context-based understanding of human predicaments as it lacks personal awareness 
of the world. Therefore, the inquiry cannot benefit from shared experiences and per-
spectives. AI can only imitate empathic response to emotional nature of human situ-
ations that is important for building mutual moment-by-moment deep 
understanding. AI cannot grasp any cultural, historical and social background signifi-
cance of such situations. As joint inquiry often involves creative thinking, brainstorming 
and even development of new concepts, AI does not have such capabilities as it only 
replicates pre-existing ideas. The quality of engagement with AI depends on the 
ability of client to be already sufficiently articulate about their topic of inquiry. 
Without this, AI’s contributions are not spontaneous and even flexible enough to 
resemble a meaningful dialogue. Joint inquiry, in addition to being rational, depends 
on the subjective elements that can only be brought by humans, such as emotional res-
onance, creativity and contextual sensitivity.

Making sense of experience with the focus on action

The process of coaching consists of continuing interaction between clients and prac-
titioners based on subjective experiences and constant feedback and adjustments 
being made in line with these experiences. Making sense of experience involves consider-
ation of beliefs, expectations and perception of local contexts and wider environment. As 
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all these elements are entangled, coaching is useful for deeper understanding of complex 
dynamics between them when clients wish to address their challenges (Cavanagh, 2016; 
Cox et al., 2014; Lawrence, 2021). Furthermore, clients’ perception of challenges is also 
entangled with the multiplicity of their individual properties and circumstances, such 
as age, background, education, psychological characteristics and current beliefs. This is 
one of the reasons why coaching is useful – it offers an individualised approach of 
working with clients appreciating what matters to them in their specific contexts and 
what they wish to accomplish. The job of the coach is to distil from their professional 
knowledge and personal experiences what might be applicable and useful for each indi-
vidual client in dealing with these matters (Ostrowski & Potter, 2023).

Another fundamental aspect of coaching in an organisational context is learning with 
focus on action. Coaching is concerned not necessarily with one ‘true’ understanding of 
the situation and the best solution for a problem but aims at the elimination of doubt 
that enables the client to act (Clutterbuck & Spence, 2017; Deci & Ryan, 2000; Lawrence, 
2021). At the same time, it is accepted that the process of coaching provides no guarantee 
that the identified course of action is the right one; further adjustments may well need to 
take place. This often brings the coaching inquiry back to experiences and further reflec-
tion in order to arrive at a different action (Bachkirova & Borrington, 2019).

Recognition that reflecting on and making sense of experiences and actions are corner-
stone activities of coaching (Athanasopoulou & Dopson, 2018; Cox et al., 2014; Jackson, 
2021) would judge AIC as less than adequate, because AI is unable to have experiences. 
AI learning is based on identifying linguistic patterns and algorithms rather than on true 
reflection, which implies having the capacity for critical examining of situations and own 
decision-making often with moral and ethical considerations. Reflexivity, in particular, 
involves awareness of one’s thoughts, feelings and actions, as well as questioning one’s 
assumptions and beliefs (Jackson, 2021), but AI systems do not have beliefs, assumptions 
and criticality of their own. AI cannot replicate the depth of introspection and adaptability 
required for true reflexivity of a human coach.

Value-based (purposeful and ethical)

One essential, but often taken-for-granted feature of coaching, is the value that coaching 
places on the person in front of them. The quality of attention that a coach provides 
affirms the unique importance of the client as a human being and serves as a pre-con-
dition for real understanding of their situations and concerns (Cox, 2013; Kjellstrom & 
Stalne, 2017; Midgley, 1999). This value is not the result of scientific data; it comes first 
as it should (Kjellstrom & Stalne, 2017). Coaches cannot be neutral in regard to this or 
any other values. If they are misled to believe that they should display complete neu-
trality, confusing this with ‘objectivity’, then they are likely to face serious relationship 
issues and internal conflicts (Fatien et al., 2022).

The fact that coaching is value-based demands that coaches acknowledge the purpose 
of their work and examine their actions from an ethical point of view. It implies the 
responsibility of coaches for their learning and further development in order to provide 
quality service. To monitor this quality, they abide to codes of practice and ethics (e.g., 
ICF, 2023) and undertake supervision (Bachkirova et al., 2021). They negotiate with 
clients how their values could influence their interactions and own the degree of 
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objectivity that is possible in their contributions, especially as far as complex ethical and 
moral dilemmas are concerned.

Although AIC devices can be designed to operate according to specific values and 
ethical principles, they only imitate the feeling and valuing the person they interact 
with. Their cold and purposeless objectivity is a poor substitute for human attention 
that is based on a genuine interest towards the other human being. Without self-aware-
ness and self-criticality, AI systems do not possess sensitivity in relation to emotionally 
difficult issues of clients’ concerns and cannot identify their own biases. Lacking person-
hood, agency and conscience they cannot engage in ethical reflexivity and identify risks 
associated with their input. Consequently, they cannot take responsibility for potential 
harm as they are not concerned with any duty of care (Mayhead, 2023) and do not 
carry liability like human coaches (Wright & O’Connor, 2021). It is also apposite to note 
that their designers, however, are often far removed from the immediate and real 
human connections and not involved in the ethical regulations of the coaching world.

Highly contextual

The role of coaching generating insight into the specific context and nuances of organ-
isational clients’ life are critical in terms of the value of this intervention (Lawrence, 
2021). Take a step, or don’t take a step is a contextual question, particularly if one is on 
the brink of making a significant decision. The interplay between who an individual is 
in the world, and the world itself is infinitely complex. Otherwise, there would exist an 
excellent manual and set of hard and fast rules for any situation and AIC could excel in 
guiding an individual through the accepted pathways. Alas, context is so crucial to coach-
ing that many approaches are rooted in it, such as various versions of systemic coaching 
(Hawkins & Turner, 2019; Lawrence, 2021).

To be able to fulfil their role in complex contexts coaches are expected to deal with 
ambiguous and unclear contextual information using relevant knowledge but also 
common sense and intuition. They should be sensitive and rapidly adjusting their inputs 
observing the real-time needs of the client, e.g., in crisis. Contextual situations often 
involve interpersonal conflicts with the need to take consideration of multiple cultural 
and individual differences of participants (Fatien et al., 2022). It is clear that AIC devices 
do not possess a level of understanding, adaptability and emotional intelligence that 
would allow them to navigate the intricacies of context in complex coaching scenarios.

One might argue that some coaching approaches are less attentive to context, e.g., sol-
ution-focused coaching (Greene & Grant, 2003), where attention is concentrated on gener-
ating possibilities and solutions, as opposed to exploring the problem deeply. If we believe 
that AIC in this modality may be a good fit, we have to be sure that it is capable of a part-
nership in innovative creation – a tall order condition. Needless to say, the idea that it is 
unnecessary to spend time on understanding the background and potential causes of pro-
blems, is in opposition to many other approaches or philosophies of coaching.

Relationship based on trust

The nature of coaching requires that the coach connect with clients on a personal level, 
creating relationships often described in terms, such as rapport, emotional connection, 
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trust, commitment, etc. (Baron & Morin, 2009; De Haan & Gannon, 2017; Western, 2012). 
Moreover, many coaching studies suggest that the relationship with a client is the main 
contributing factor to the results of the process rather than the specific orientation and 
training of the practitioner (Baron & Morin, 2009; De Haan, Duckworth, Birch, & Jones, 
2013; Myers & Bachkirova, 2020). Trust, in turn, is named the most important factor in 
creating quality relationships (Bachkirova, 2016; Cox, 2013; de Haan et al., 2013) 
between participating parties. Although the concept of trust is not well defined (Roten-
berg, 2019) there are distinctive conditions that appear essential for a coach aiming to 
develop trust in coaching relationships: professionalism (Lane, 2017) and personal trust-
worthiness (Bachkirova, 2023).

The features of professionalism include required knowledge and expertise, interperso-
nal skills, confidentiality and accountability in terms of the process. Looking at each of 
these elements serious limitation of AIC become apparent. For example, whilst AI is 
impressive in terms of demonstrating regurgitated knowledge, it is also prone to ‘hallu-
cination’ and misinformation (Athaluri et al., 2023). Interpersonal skills imply ability to 
engage in fluid, nuanced and contextually sensitive interactions. Although some AI 
devices use colloquial language, humour and compliment, these are just an emulation 
designed to create the appearance of rapport. Confidentiality is problematic with AI in 
general (Frank, 2023) and is a concern with AIC. We do not know where all data goes, 
in what country it is processed, how long it is kept, who has the access to it and what func-
tion it plays in AI learning, even in so-called ‘walled-garden’ iterations of AI. Accountability 
for the process is also limited, as there is no real understanding of the relationship 
between technical modifications and their linguistic outcomes (Frank, 2023; Gáti, 2023).

In terms of personal trustworthiness of AI coaches, the situation even less optimistic. To 
be personally trustworthy requires ability for emotional connection, understanding and 
empathy as well as honesty and transparency (Bachkirova, 2023; Cox, 2013; De Haan 
et al., 2013). This is manifested in the natural, unscripted interactions aimed to meet 
the need and concerns of the client, often responding to non-verbal clues, thus providing 
a sense of mutual understanding and acceptance (Bachkirova, 2016; De Haan & Gannon, 
2017; Western, 2012). This is particularly important in conversations involving personal 
beliefs, values and aspirations. Human coaches can navigate these conversations with 
sensitivity, exploring complex topics in depth. AI can only simulate empathy as it lacks 
emotional responsiveness and provides instead generic and superficial responses. Trust-
worthiness also includes openness about nuanced and immediate observations, 
thoughts, feelings and so forth (Rosenbaum, 2019) that help to create shared meaning 
between the coach and client. Coach’s own ethical principles and values become part 
of these exchanges even when disagreements arise. Such honesty and transparency 
have significance for trusting relationship between humans (De Haan & Gannon, 2017; 
Midgley, 1999; Western, 2012) but have no meaning in communication with AI. This 
also holds for any idea of AI authenticity.

Contracting-based

Contracting in coaching is seen as the fundamental building block of the coaching 
relationship (Lee, Passmore, Peterson, & Freire, 2013). Not only does it attend to the build-
ing of the relationship with agreements about the process and content of the coaching, 
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but also considers the potential stakeholders outside the immediate coaching relation-
ship. Organisational sponsors of coaching are not part of the joint inquiry unit but the 
relationship with them is an integral factor in creating a meaningful coaching engage-
ment (Athanasopoulou & Dopson, 2018; Cox et al., 2014). For human coaching, the con-
tract is the basis of the work; the place they go back to, the discussion that they check in 
on, the way in which they judge whether the process is working. The crucial importance of 
contracting is clarification of expectations and responsibilities of the participants even if 
many legal considerations are dealt with at the level of sponsoring organisation (Lawr-
ence, 2021; Wright & O’Connor, 2021).

In the most basic sense, AI is unable to enter into a contract as any contract requires 
mutual understanding, intent and consideration, which AI systems lack by their own 
admission (https://pi.ai/). As AI systems cannot enter into a meaningful contract, 
they cannot be held accountable for their actions or inactions. In cases of AIC, there 
are predefined protocols and algorithms determined by the design of the system, 
about which the client can be only informed, e.g., the types of questions the AI asks, 
the information it provides and the coaching strategies it displays. The designers 
also make efforts to align the systems with ethical principles and users’ expectations. 
None of these are negotiated with individual clients. Feedback mechanisms are also 
very limited as they are typically based on the predefined questions that are of interest 
to the designers.

It is recognised that contracting and regular re-contracting in human coaching do not 
guarantee the quality of this service. Therefore, coaches undertake supervision to monitor 
and improve their practice (Bachkirova et al., 2021). AIC, however, not only misses indivi-
dualised, negotiated contracting at the start of coaching but cannot be supervised as 
these systems do not possess the self-awareness, ethical judgment or emotional capacity 
required for meaningful supervision. This is a serious concern, as AI cannot know if the 
coaching it provides does harm because it lacks the emotional intelligence and contextual 
awareness required to assess the individual impact of its actions. These systems rely on 
external oversight which is currently in the hands of organisations that are unregulated 
and not open to examining their processes.

Our verdict about the idea of ‘replacement’

We argued so far that the services offered by AIC are not comparable to organisational 
coaching as an interpersonal activity. Most importantly, this comparison does not imply 
‘not yet’ as far as technological advances are concerned. We believe that the essential fea-
tures of professional organisational coaching cannot be replicated by AIC in principle. 
Even in the future, when as argued by some, it will pass the Turing test by exhibiting intel-
ligent behaviour indistinguishable from that of a human, these criteria could not be met. 
Although AI does offer new and interesting ways of learning for individuals in organisa-
tions, it cannot replicate the process and value of human coaching.

Based on this conclusion our suggestion is to stop naming stand-alone AI-facilitated 
learning as coaching. We recognise that AI, by itself, could be useful for individual training 
and providing information on request in relation to the goal already identified by the 
client. This could include various measurement instruments which would indicate the 
users’ progress. If such service is to be offered to employees in organisations as a 
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stand-alone intervention (and if ‘coaching’ in the name of these devices is important), it 
would not be a misrepresentation to call it something like ‘digitally assisted self-coaching’.

The term ‘self-coaching’ can mitigate to some extent very serious and unique legal con-
cerns for AI development (Wright & O’Connor, 2021). However, it is important to recognise 
that the concept of ‘self-coaching’ is also an area in need for further exploration and con-
ceptual analysis. With ideas about regulations of AI lagging behind technological 
advances, the questions that Wright and O’Connor (2021, p. 69) ask are crucially important: 

Who owns, who may access, and for what purposes may data be used? To whom is confiden-
tiality owed and in what ways might a coachee be open to manipulation? How will liability be 
determined where multiple stakeholders are involved in the creation of the new technol-
ogies? What biases might be inherent in any algorithms used and what discriminatory prac-
tices and decisions might this lead to?

A final consideration against the idea of replacement of human coaching is that AI 
systems are not as economical and benign as often presented by their developers. 
These systems are developed with a view of profiting from them with influx of investment, 
focusing mainly on the benefits and without full consideration of potential negative 
impact for relevant parties but there are legitimate concerns about responsibilities of 
businesses towards alignment between their purpose and wider impact (Bachkirova, 
2024; Mayer, 2021). For example, it is not often transparent to what extent infrastructure 
of AI can harm the environment by e.g., increasing the demands for raw materials, gen-
erating electronic waste and consuming large amounts of energy for data processing and 
storage, and water for cooling (De Vries, 2023).

Potential of AI for augmentation of human coaching

Arguing for a need to be sceptical towards the idea of replacing human coaching with 
AIC, we are not alien towards the idea of using AI in the process of human coaching. Along-
side working with a human coach, clients can benefit from the uniqueness of connection 
with a real person but also use AI for preparation and enhancing their reflexivity at the 
same time. In fact, the right design of AI-assisted self-preparation and self-monitoring 
can make human interaction more valuable.

It is important to clarify at this point that in the previous section we have discussed the 
essential nature of organisational coaching in all its types and rejected the idea of repla-
cing it with AI. When we consider augmentation of specific observable processes of 
coaching it is important to recognise that coaching is not homogeneous. There are at 
least four main schools of coaching: psychodynamic, cognitive–behavioural, humanistic 
and systemic, each of which has many sub-types as well as combinations (Bachkirova & 
Borrington, 2019; Cox et al., 2023; Hurlow, 2022). However, only cognitive–behavioural 
approaches, primarily based on simple models such as GROW (Whitmore, 2017) and 
PRACTICE (Palmer, 2007) have been considered for comparison with AIC (Graßmann & 
Schermuly, 2021). Therefore, in this section we consider the differences between more 
structured model-based (cognitive–behavioural) coaching and other types of coaching 
based on elaborate theoretical positions prioritising different processes of coaching 
(Table 1). This comparative analysis follows from the previous discussion in this paper 
of the essential elements of coaching. It also builds on the literature describing well- 
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recognised theory-based approaches to coaching (e.g., Cox et al., 2023; Palmer & 
Whybrow, 2019) and research into coaching processes, e.g., see Myers (2017) for review 
of research on coaching process. As before, we develop this framework as a starting 
point for debates.

In order to explore how these two groups of approaches to coaching can benefit from 
augmentation by AI, we selected some recognisable and observable elements of coach-
ing engagements that are well-recognised in the coaching literature (Athanasopoulou & 
Dopson, 2018; Bozer & Jones, 2018; Cavanagh, 2016; Cox et al., 2014; De Haan & Nilsson, 
2023). Some of these elements are described by Graßmann and Schermuly (2021) accord-
ing to PRACTICE algorithm (pp. 11–12). Although, their task was to consider if AI can repli-
cate these functions rather than augment them, we have agreed with some of their 
conclusions in relation to augmentation but disagreed with others (Table 1).

In Table 1, we reiterated our conviction that AI can be useful for preparation to human 
coaching of any kind but expressed our doubt about its role in problem identification and 
goal setting. We see the latter elements of coaching as the most important for identifying 
goals that reflect the contextual nuances of clients’ situations and their individuality. 
Whereas simple model-based types of coaching do not recognise this level of complexity 
and tend to take initial goals for granted. Contrary to the proposition by Graßmann and 
Schermuly (2021) in relation to goals, we would argue that there is currently more evidence 
that many coaching assignments tend to start with one set of goals and assumptions but 
soon travel somewhere completely different (Bachkirova & Jackson, 2024; Clutterbuck & 
Spence, 2017). Some psychometric instruments and SMART checking structures facilitated 
by AI can be of use, although less likely beyond the model-based approaches.

As we discussed in the previous section, the role of contracting is difficult to underes-
timate because of the salience of mutual agreement and therefore is impossible to del-
egate to AI. However, in model-based coaching a predetermined AI-based protocol 
may suffice. For joint inquiry process, collecting additional information between the 
session with use of AI might be a helpful element in both categories of coaching. In a 

Table 1. Potential usefulness of AI for augmenting coaching process elements in different types of 
coaching.
Coaching approaches

Model-based (cognitive–behavioural) Psychodynamic, humanistic, systemic, etc.Elements of coaching

Initial pre-reflection by the 
client

Yes Yes

Problem identification Yes/Maybe No
Only useful for data collection

Goal setting Yes/Maybe No/Maybe
Only useful for identification how SMART Might be useful for identification how SMART

Contracting Yes/Maybe No
Only useful for agreeing predetermined 

conditions
Joint inquiry No/Maybe No/Maybe

Only useful for providing information 
between sessions

Might be useful for collecting information 
between sessions

Action planning Yes/Maybe No/Maybe
Only useful for generating options Might be useful for generating options

Progress monitoring Yes Yes
Evaluation Yes/Maybe No

Only useful for collecting predetermined 
responses
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similar way, AI can be useful for generating some options in action planning. We have 
agreed that monitoring of the client’s progress by means of AI can be useful for any 
type of coaching. In terms of evaluation, we believe that only model-based coaching 
would be satisfied with a predetermined questionnaires to make it meaningful for both 
parties. On the whole, it feels like AI, particularly with further sophistication, can add 
value to various types of coaching if used for augmentation.

Conclusions

Our task was to create a solid conceptual, but also pragmatic basis for discussion about the 
role of AI in replacing and augmenting human coaching in organisations. Although other 
authors, e.g., Graßmann and Schermuly (2021), have made similar attempts, our approach 
was to reflect on the nature of human coaching in all its complexity and variability. We have 
based our analysis on the wider conceptualisation of coaching than provided from the 
behaviour-based perspective (Bachkirova & Borrington, 2019; Cox et al., 2014; Hurlow, 
2022; Western, 2012), which plays only limited role in the current coaching landscape.

We have arrived at the conclusion that replacing human coaching with AIC is not a 
viable solution for democratising coaching, which also includes some doubts about AIC 
economic or environmental benefits. Coaching became an intervention of choice in 
organisations and continues to be as such according to its essentially human elements 
that can be eroded in AIC. No amount of technical sophistication could change that. 
Instead of asking whether AI will entirely replace coaching, we suggest focussing on 
the potential for AI to enhance and augment some elements in different coaching genres.

Out analysis highlights implications for various stakeholders of coaching, which 
includes coaches themselves, educators, buyers of coaching, professional bodies, AI 
developers and funding bodies, in particular. We hope they all will be less seduced by 
the ‘beautiful idea’ of AIC and related promises and not mislead those who are in need 
of real coaching. More substantially, although being prompted by the rise of AIC, we con-
sider our input into the debates about the nature of organisational coaching as our main 
contribution. We believe that the recognision, discussion and further exploration of the 
essential characteristics of coaching would influence for the better how coaching is 
taught, practiced, governed and researched.
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