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Abstract.  The current technological horizon in the Internet of Things, computer 

vision, deep learning and healthcare systems makes it possible to monitor some pre-

existing conditions as acne vulgaris, automate the assessment of the acne severity 

by photo and monitor the skin health by specialists. Remote analysis of the skin 

condition and automatic image classification has several challenges. One of the 

most critical problems is imbalanced data raised because the number of clinical 

cases for each acne grade differs. This paper proposes a deep oversampling tech-

nique for 4-level acne classification that enables to deal with imbalanced datasets. 

The method was validated using several criteria. The experimental results obtained 

for imbalanced data sets revealed that the acne classification via proposed deep 

oversampling outperforms benchmark approaches. 

Keywords: acne classification, remote monitoring, deep learning, oversampling 

technique, imbalanced data 

1 Introduction  

Social distancing and quarantine are steps applied worldwide to minimize social 

interaction between people and thus reduce coronavirus (COVID-19) transmission. 

Due to unprecedented distancing measures, frequent visits to the doctor without ur-
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gent need are undesirable. However, some physiological processes in the body re-

quire regular monitoring to assess the condition and receive further recommenda-

tions for care. Acne, also known as acne vulgaris, is one of these processes. Acne 

vulgaris is a long-term inflammatory skin disease that manifests itself in various 

skin lesions. Modern advances in the Internet of Things technologies, computer vi-

sion, deep learning and healthcare systems make it possible to monitor the skin con-

dition, automate the assessment of the severity of acne and remotely monitor the 

state of the skin by specialists.  

The main goal in the long-term perspective is to assess a response to acne therapy 

using remote skin monitoring. One of the most important components of remote 

skin condition monitoring is the stage of automatic recognition and assessment of 

the severity of acne using a photo of the patient taken at home. To provide patients 

with a reliable remote solution, we have analyzed tools and techniques for auto-

mated grading of acne vulgaris [1, 2].  

A recent study on skin assessment for acne developed by a joint team from Mi-

crosoft and Nestlé Skin Health [3] aimed to solve the problem of using unlabeled 

image data and reducing noise in image data. In this study, the team conducted ex-

periments to detect and classify acne using the convolutional neural network (CNN) 

image classification and regression. The RMSE of the recognition model is 0.482. 

The qualitative and quantitative analysis of the skin condition using different deep 

learning techniques allows us to identify the following problems in-home monitor-

ing, which wield significant influence on recognition quality and, as a result, on the 

level of adoption of this technology: 

• Image Variety: a face photo can be taken in different conditions (resolution, an-

gle, light, distance, etc.) and other volumes that turn into data misbalancing. 

• Data complexity: several criteria are used to assess the skin condition (oily skin, 

acne disease, skin radiance), each of which requires an individual approach. 

• Preparation of marked images for training the model for specific criteria. Re-

search in the field of image recognition shows that to this moment, high model 

accuracy can only be achieved using labelled images to train the model. 

• Quality of recognition: Without considering the class imbalance problem, learn-

ing algorithms or constructed models can be overwhelmed by the majority class 

and can ignore the minority class. 

• Acne grading scales variety: Medical aspect of this problem is in a wide variety 

of the grading scales; to this moment, more than 25 systems exist for evaluating 

acne severity. Moreover, acne measurers are divided into two camps, the graders 

and the lesion counters [4].  

Grading is widely used for diagnosing acne severity. It is based on observations 

of the dominant lesions, evaluating the presence or absence of inflammation and 

estimating the extent of involvement. We analyzed several grading scales developed 

by US Food and Drug Administration IGA (Investigator's Global Assessment) [5], 

American Academy of Dermatology [6], France GEA (Global Acne Evaluation) 

[7], Ukraine [8], Japan [9]. As it was mentioned in [6], a unified grading system 
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may be very helpful, but at present, there is no universal approach for grading and 

assessing severity of acne. Most of the scales [5-9] suggest 4-level acne severity 

rate. For this reason, in this study we also use a 4-type classification.  

The majority of the acne cases are graded as a mild, while only about 1% have 

severe acne rate [10-12]. Class distribution in this case is not uniform that can neg-

atively affect the model performance and lead to incorrect classification. Most con-

temporary works in class imbalance concentrate on imbalance ratios ranging from 

1:4 up to 1:100 [13]. 

2 State-of-the-art  

There are several approaches to deal with imbalanced datasets. In [14], an algorithm 

for assessing the severity of acne was presented. Photos were annotated according 

to IGA [5], and CNN was used for classification. The models were trained sepa-

rately on three different image sizes. In [14], data imbalance was noted as one of 

the limitations, which did not allow obtaining a classification accuracy of more than 

67%. The paper [15] proposes a system for assessing the general acne severity by 

counting local skin lesions. At the first stage, the system extracts labels, and then 

their distribution is used to evaluate the overall acne severity level. All experiments 

were conducted on their own hand-annotated imbalanced dataset. The authors have 

obtained a classification accuracy equal to 84.11%. In the study [16], the authors 

used CNN to construct binary and multi classifiers on two balanced datasets. An 

increase in the data has been carried out and obtained accuracy for any class does 

not exceed 81%. The authors of [17] proposed a new CNN-based AcneNet that 

demonstrated a very high classification accuracy equal to 99.44%, given a balanced 

dataset to train the proposed model. CNN from GoogLeNet is used in [18]. In their 

study, data augmentation was applied. As a result, 325 image areas were obtained 

from 164 source images and used for further classification. The achieved classifi-

cation accuracy is 85.6%. A higher recognition quality (up to 99.44% accuracy) is 

achieved for balanced datasets for all these papers. This fact determines the rele-

vance of studies in the direction of improving classification performance by elimi-

nating the negative impact of the imbalanced distribution of data.  

The palette of the techniques used for handling imbalanced datasets includes 

three levels: data-layer, algorithm-layer, and evaluation layer. The methods used at 

the data layer mostly deal with resampling and are more general because they do 

not rely on the chosen classifier. There are two basic techniques in this layer, they 

are oversampling and undersampling [19]. Oversampling comprises from elimina-

tion of the negative impact of uneven distribution by creating new samples from the 

minority class while undersampling reduces negative effect of uneven distribution 

by discarding internal samples in the majority class. Hybrid methods utilize combi-

nations of these two for data balancing. At first glance, the oversampling and un-

dersampling seem functionally equivalent, since they both resize the original dataset 
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and can provide the same proportion of balance. However, removing objects from 

the majority class can cause the classifier to miss important concepts related to the 

majority class [20]. Thus, in order to avoid the data loss, especially when dataset is 

not huge enough, it makes sense to solve data imbalance using oversampling. 

3 Methodology  

In this section, we describe our approach for automatically recognition of the sever-

ity of acne based on deep learning with series of pre-processing techniques formu-

lated below.   

Following [20] we assume imbalanced dataset S with m objects |S| = m, as a pair 

S = {(xi, yi)}, i = 1, ..., m, where xi ϵ X denotes the instance in the n-dimensional 

feature space X={ f1, f2, ..., fn}, and yi  ϵ Y = {1, …, C} denotes the class identifier 

label associated with xi. in particular, when C = 2 we deal with binary classification 

task. In addition, we define subsets Smin ⊂ S and Smaj ⊂ S, where Smin is the set of 

minority objects of classes in S, and Smaj is the set of objects of prevailing classes in 

S, so that Smin ∩ Smaj = {Φ} and Smin ᴜ Smaj = {S}. Based on these assumptions the 

problem of acne recognition can be formulated as a 4-type classification task.  

Thereafter, the multiclass classification problem is transformed into a regression 

task [21]. This transformation helps to reduce possible subjectivity in the 

assessment of the acne severity at the stage of data annotation. Since the acne levels 

class have a meaningful ordering, we assign the numeric values from 0 to C to each 

of the corresponding C classes labels. Formally, it presented as follow y  ⊆ S = {1, 

…, C} 
𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
→             y ϵ ℝn. The values of the class variable are transformed into 

numbers. A numeric target is corresponding to a level of acne severity. 

Thresholding is also used to transform back a regression prediction into a 

classification prediction �̂� ϵ ℝ𝑛
𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
→            �̂� ⊆ 𝑆 , where �̂� is a prediction. 

The proposed methodology includes the several steps, as shown in Fig. 1. Firstly, 

we extract patches from original images of human faces using one of the two pre-

trained models. Then data augmentation, feature extraction, and data oversampling 

are conducted. Finally, results obtained after oversampling are fed to CNN for 

model training and evaluation. 

 

 

Fig. 1.  Overview of the proposed approach  
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Step 1: Patches extraction. At the first stage, preliminary processing of images is 

carried out for capturing skin areas from the face image. The severity of acne does 

not depend on the location; it depends on the volume and severity of the lesion on 

the patient's face. From this prospective, the separate patches of the face image 

should give results that are more informative relatively to the entire face. The result 

of this step is a dataset S consisting of m patches extracted from facial images. Each 

patch inherits the image class label. 

Step 2: Data augmentation. CNNs are spatially sensitive, which leads to insuffi-

cient recognition quality when using a limited number of images for network train-

ing. That is, in the case when the test images have new acne lesions that did not 

occur in the training images, the trained model is not able to generalize the training 

results on the test data. To overcome this issue, we use translation of an image sec-

tion. Translation involves moving an image around the x and y axes in specified 

directions by a specified number of pixels. The sliding translation was used to en-

large these areas of the images. The result of this step is a dataset S consisting of an 

increased number of patches. Each translated patch inherits the class label of the 

original patch that was used for augmentation. 

Step 3: Feature extraction. We utilised the transferring learning paradigm [22] 

and a pre-trained ResNet-152 to extract features from training set of acne images. 

The result of this step is a dataset S = {(xi, yi)} consisting of the features extracted 

using the trained model, where xi is the vector of extracted features of the patch mi, 

and yi is the class label which denotes the severity of acne associated with xi. 

Step 4. Oversampling. We use oversampling to balance the number of dataset 

objects for each class. Formally, oversampling can be represented as follows. Any 

objects generated from the dataset S are denoted as E, with disjoint subsets of Emin 

and Emaj representing the minority and majority of the E objects, respectively, when-

ever they are applied. The random oversampling process is implemented by adding 

a set E selected from the minority class: for a set of randomly selected minority 

examples in Smin, increase the original set S by replicating the selected examples and 

adding them to S. Thus, the number of typical examples in Smin increases by |E|, and 

the balance of the class distribution of S is adjusted accordingly. This provides a 

mechanism for changing the degree of balance in the distribution of classes to any 

desired level. The result of this step is a dataset S = {(xi, yi) consisting of extracted 

and generated features, where xi is a vector of extracted and generated features of 

patches mi, and yi is the class label associated with xi. 

Step 5: Model training. The extracted and generated features are passed to train 

a CNN model to classify acne severity. At this stage, the classification task was 

changed into a regression task by defining acne severity grades as integer equiva-

lents. It was done to reduce possible subjectivity in the assessment of the acne se-

verity at the stage of data annotation. The inverse transformation was done using 

[0.5, 1.5, 2.5] as the edge list. To divide the underlying truth and predicted severity 

levels into categorical severity levels, we used severity label < 0.5 to assign level 0, 

a severity label in the range 0.5 - 1.5 to assign level 1, labelled severity in the 1.5-

2.5 range to assign level 2, and labelled > 2.5 to assign level 3. 
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Step 6: Model evaluation . The test pipeline includes the extraction of facial im-

age patches, feature extraction using the ResNet-152, patch classification from 

trained CNN, obtaining the average predicted value of the acne severity class from 

the face image, and assessing the quality of recognition. Model evaluation is imple-

mented on test data. In this step, each patch of the face image was evaluated, and 

the average rate for all patches of the same face was assigned to the image class.  

4 Results  

For this study the ACNE04 [15] the open dataset was used. The ACNE04 includes 

1457 face images and expert annotations according to the Japanese rating scale. The 

dataset has the following acne severity annotations: level 0 – Mild, level 1 – Mod-

erate, level 2 – Severe, level 3 – Very severe. All images were taken at an angle of 

approximately 70 degrees from the front of the patient and manually annotated by 

specialists. The distribution of objects in accordance with the class is presented in 

Table 1. 

Table 1. Image class distribution in ACNE04 [14] used for experiments 

Acne severity Class Dataset Train Test 

level 0 Mild 0 513 410 103 

level 1 Moderate 1 633 506 127 

level 2 Severe 2 507 146 362 

level 3 Very severe 3 108 103 6 

Total:  1457 1165 292 

 

We used 1165 images to train the model and 292 images to test the model which 

corresponds to a distribution of 80% for training and 20% for testing. In accordance 

with a four-point scale for assessing the severity of acne, the images are labeled as 

follows. The images are annotated as follows: level 0 Mild assigned to class 0, level 

1 Moderate - to class 1, level 2 Severe - to class 2, level 3 Very severe - to class 3. 

A study by Microsoft [3] was used as a benchmark for the experiment. 

At the first stage, the procedure of image preprocessing was carried out. This 

step utilizes two pre-trained models. The first one is shape_predictor_68_face_land-

marks model [23], which returns 68 characteristic points for each person given the 

bounding box of their face.  This facial landmark model detects landmarks of frontal 

borders or faces slightly away from the camera while two open eyes can be observed 

in the image. Then the patches of the face, cheeks and chin are extracted from the 

original images and stored as image files in the main directory. In case when the 

face is very away from the camera and both eyes were not recognized in the image, 

shape_predictor_68_face_landmarks cannot reveal the boundaries of the face. 

When this occurs, an alternative, the One Eye model [24], was used. When the One 

Eye model identifies an eye in the image, areas of the skin of the face and cheeks 
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are cropped from the original image and stored as separate image files (patches) in 

the main directory. In all scenarios, when the selection of patches from the photo is 

successful, the only selected patches with reference to the original image are used 

for further steps. Otherwise, if neither of these models cannot process the image, 

the original image was used entirely for further processing and analysis. A fragment 

of a set of dependencies and binding patches to the original image is given below.  

After preprocessing stage, we obtained 3806 image patches. For data augmen-

tation, sliding translation of patches was used. All images were normalized to 224 

by 224 pixels. Further, the feature extraction from each patch was carried out using 

the ResNet-152 model [25]. Each patch is bound to the original image and thus the 

extracted features inherit the dependencies of the patches. At the next step we used 

Synthetic Minority Oversampling Technique (SMOTE) [26]. The total number of 

samples for each class was fitted to the most numerous class in augmented dataset. 

Information about the data distribution at each stage is summarized in Table 2.  

 

Table 2. Data distribution for each preprocessing step 

Class raw data patched data augmented data oversampled data 

0 410 1367 3556 4333 

1 506 1716 4333 4333 

2 146 476 1843 4333 

3 103 247 1514 4333 

Total 1165 3806 11246 17332 

Data generated at the oversampling stage were used to train a CNN classifier. 

Object classes were defined as integers.  

5 Discussion 

The results of comparison between the proposed approach and baseline methods 

without oversampling are shown in Table 3. 

 

Table 3. The results of experiments with and without oversampling 

Metrics without oversampling with oversampling delta,% 

RMSE 0.422356 0.397419 5.904261 

MAE 0.325285 0.297179 8.640423 

MedAE 0.256841 0.223299 13.05944 

EV  0.826736 0.873874 5.7017 

МАРЕ 0.199264 0.171855 13,75512 

R2 0.826682 0.873646 5.68102 

MPD 0.102844 0.087945 14.48699 

MGD 0.070191 0.061218 12.78369 
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Resulting RMSE, MAE, MedAE, MAPE, MPD, MGD criteria show a smaller error, 

while the EV, R2 criteria show a higher value using the proposed approach, which 

indicates a higher quality of the model using the proposed approach. We also com-

pared the performance of the proposed approach with other studies aimed at deter-

mining the severity of acne from a photo. The criteria RMSE, MAE, MedAE, R2 

can only be compared between models whose errors are measured in the same units, 

i.e. using the same data. 

A set of metrics for evaluating the model quality as Accuracy, error rate (ER) 

were computed after converting the results back from continuous to discrete scale 

using [0.5, 1.5, 2.5] as a list of edges for separating true labels and predicted ones. 

The Precision, Recall, F1-score metrics were used for evaluating the classification 

performance of each class. The results are shown in Table 4.  

 

Table 4. Evaluation of classification result 

Metrics  Without oversampling (%) With oversampling (%) 

Precision 82.25 82.25 

Recall 82.25 84.75 

F1-score 82.5 85 

Accuracy 80 85 

ER 20 15 

 

The oversampling made it possible to achieve a higher accuracy for each class 

and in general for the results of classification. 

Comparison of the obtained results with the benchmark models discussed above 

is presented in Table 5. 

 

Table 5. Comparison of acne classification studies 

Approach for acne classification Balanced / Imbalanced Accuracy (%) ER (%) 

Junayed et al. [16] Balanced 99.44 0.56 

Lim et al. [13] Imbalanced 67 33 

Wu et al. [14] Imbalanced 84.11 15.89 

Ours Imbalanced 85 15 

 

As can be seen, the proposed approach showed the highest accuracy and the low-

est error rate in comparison with studies with imbalanced data, however, it could 

not surpass the results for works where input data was initially balanced, which 

sounds natural. At the same time, it can be argued that for current task, the proposed 

approach has shown a significant advantage for acne classification in conditions of 

imbalanced data which in turn shape expectation to use this technique for remote 

self-assessment. 
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6 Conclusion 

The paper presents an approach for assessing the severity of acne from a photograph 

under conditions of imbalanced data. The proposed technique includes image pre-

processing, data augmentation, oversampling, feature extraction, training and model 

evaluation. To reduce the subjectivity of assessing the severity of acne by different 

experts at the stage of image annotation, the classification task is transformed to a 

regression task by defining acne severity classes as integer equivalents. When ob-

taining results on test or new unlabelled data, the predicted values obtained for each 

sample are reduced to the values of the acne severity classes using the described 

scaling. To assess the quality of the model, we used different criteria that show a 

smaller error and a higher value comparing benchmark models, which indicates a 

higher quality of the model using the proposed approach. The model showed the 

highest accuracy for studies using imbalanced data and the lowest error rate. Thus, 

we can talk about the advantage of using the proposed technique for image analysis 

in conditions of imbalanced data and could suggest it for further investigation. 
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