
Standard Article

International J of Engine Research
2023, Vol. 24(2) 437–455
� IMechE 2021

Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/14680874211050787
journals.sagepub.com/home/jer

A systematic approach to calibrate
spray and break-up models for the
simulation of high-pressure fuel
injections

Davide Domenico Sciortino , Fabrizio Bonatesta ,
Edward Hopkins, Daniel Bell and Mark Cary

Abstract
A novel calibration methodology is presented to accurately predict the fundamental characteristics of high-pressure fuel
sprays for Gasoline Direct Injection (GDI) applications. The model was developed within the Siemens Simcenter STAR-
CD 3D CFD software environment and used the Lagrangian–Eulerian solution scheme. The simulations were carried
out based on a quiescent, constant volume, computational vessel to reproduce the real spray testing environment. A
combination of statistic and optimisation methods was used for spray model selection and calibration and the process
was supported by a wide range of experimental data. A comparative study was conducted between the two most com-
monly used models for fuel atomisation: Kelvin–Helmholtz/Rayleigh–Taylor (KH–RT) and Reitz–Diwakar (RD) break-up
models. The Rosin–Rammler (RR) mono-modal droplet size distribution was tuned to assign initial spray characteristics
at the critical nozzle exit location. A half factorial design was used to reveal how the various model calibration factors
influence the spray properties, leading to the selection of the dominant ones. Numerical simulations of the injection pro-
cess were carried out based on space-filling Design of Experiment (DoE) schedules, which used the dominant factors as
input variables. Statistical regression and nested optimisation procedures were then applied to define the optimal levels
of the model calibration factors. The method aims to give an alternative to the widely used trial-and-error approach and
unveils the correlation between calibration factors and spray characteristics. The results show the importance of the ini-
tial droplet size distribution and secondary break-up coefficients to accurately calibrate the entire spray process. RD
outperformed KH–RT in terms of prediction when comparing numerical spray tip penetration and droplet size charac-
teristics to the experimental counterparts. The calibrated spray model was able to correctly predict the spray properties
over a wide range of injection pressure. The work presented in this paper is part of the APC6 DYNAMO project led by
Ford Motor Company.
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Introduction

Over the last few years, spark-ignited Gasoline Direct
Injection (GDI) engines have become the benchmark
for modern light-duty vehicle applications. The possi-
bility to operate either in homogeneous or stratified
charge mode gives them high efficiency1–3 and the ver-
satility required to cope efficiently with the vast major-
ity of driving scenarios.4 In addition to advanced
fuelling strategies, the GDI technology is often com-
bined with turbo-charging and Variable Valve Timing
(VVT) within the down-sized philosophy which brings

further thermal efficiency gains and emissions reduc-
tion.2,5 The stable car market penetration of GDI solu-
tions has led to the rapid development of high-pressure
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fuel injection systems with maximum injection pressure
steadily rising to 800bar.6 Moreover, forecasts indicate
how almost 60% of global engine production will
adopt an in-cylinder fuel injection system by 2024.7

Despite the promising scenario, GDI engines are still
affected by peculiar issues. In particular, in-cylinder
air-fuel mixture mal-distribution occurs due to a rela-
tively short interval between injection and ignition. The
resulting presence of rich mixture-pockets before and
during combustion has been proved to intensify the
formation and emission of Particulate Matter (PM).8–11

Around 240,000 people die each year with diseases cor-
related with PM emitted by motor vehicles.12 While
higher fuel injection pressure speeds up the mixing pro-
cess through stronger droplets atomisation, the conse-
quent deeper spray penetration potentially leads to
spray-to-wall impingement, especially in the context of
small-capacity cylinders. The likely liquid film deposi-
tion, in certain operating conditions (e.g. cold start and
warm-up phases; high load), may develop into pool-fire
– another significant source of PM, and further con-
tribute to mixture mal-distribution.10,13

Computational Fluid Dynamics (CFD) software
capabilities and High-Performance Computing (HPC)
can be used to support the development of high-
pressure fuel spray systems. High-fidelity 3D CFD
models of the GDI engine injection process, based on
phenomenological models validated against experimen-
tal data, have demonstrated the ability to predict rele-
vant spray characteristics reliably.14,15 In particular, the
models can reveal characteristics that are difficult or
impossible to record in certain experimental conditions
and/or locations, for example, close to nozzle holes and
generally within high fuel density regions. The
approach used for model calibration is of importance,
and often model ‘tuning’ is based on a limiting trial-
and-error methodology which inherently lacks robust-
ness.16 Despite good overall predictions, this method
describes the spray process only partially and it is
condition-specific rather than general. The rigorous
approach outlined in this paper, based on statistical
analysis and optimisation techniques, not only leads to
a robust spray process prediction but also represents a
generalised calibration approach extendable to other
phenomenological or semi-fundamental models. The
current trends in engine and automotive research and
development, as outlined by UK Automotive Council
Roadmap,17 clearly show that imparting robustness
and generality to predictive model will support the nec-
essary shift from prototype testing to model-based
development within the industry, reducing costs and
time-to-market. Improving the current knowledge of
the fuel sprays through modelling also constitutes a
cost-effective avenue to contribute to reducing the
impact of modern petrol engines on the environment
and human health.

Wang et al.18 compared the performance of Reitz–
Diwakar (RD) and Kelvin–Helmholtz/Rayleigh–Taylor
(KH–RT) models to predict isooctane high-pressure

sprays from an outward-opening injector in a quiescent
vessel. The models were calibrated selecting three levels
for the most influential calibration factors. The initial
droplets size distribution was supplied by means of
Rosin–Rammler (RR) equation with fixed calibration
factors for all cases investigated. RD model produced
the best results, with one set of calibration factors able
to capture the behaviour of the real injector for the two
vessel back-pressures investigated. On the contrary, the
combination of central flow motion and the stronger
break-up produced by KH–RT model led to abnormal
spray penetration and morphology. Braga et al.19 used
a similar calibration methodology to predict the high-
pressure injection of ethanol from a seven-hole injector
using the KH–RT instability model. Four levels for
each calibration factor were chosen and their effect on
spray penetration characteristics analysed in compari-
son with experimental data. The model prediction cap-
abilities slightly improved with the number of points
selected to describe the typical trapezoidal fuel mass
flow rate versus time profile. The RT droplet diameter
break-up factor and the KH break-up time were the
parameters showing greater influence on spray Sauter
Mean Diameter (SMD), penetration and morphology,
highlighting the importance of fuel droplet size to aug-
ment the predictive potentials. Ho Teng20 developed
empirical equations based on experimental fuel Mass
Flow Rate (MFR) to predict fuel spray characteristics
from a GDI multi-hole injector. For a fully spatially
developed spray, that is, later injection stage, the dro-
plet size distribution was reproduced by a cumulative
RR function that allowed predicting SMD and droplet
diameter corresponding to a particular volume fraction.
Increasing the injection pressure, the cumulative curve
shifted towards smaller diameters as a consequence of
enhanced atomisation. Costa et al.21 adopted a statisti-
cal methodology for the calibration of spray models for
GDI engine applications. The initial droplet size distri-
bution at nozzle exit was predicted according to a log-
normal Probability Distribution Function (PDF), with
mode dependent on both gasoline and ambient proper-
ties. The variance of the distribution was selected as
first tuning parameter. For the droplet break-up pro-
cess, the authors selected the Huh and Gosman model
with break-up time as second calibration parameter.
For a given injection pressure, DoE-based variance and
break-up factor were used as simulation inputs, along
with the experimental profile of fuel MFR. An iterative
process was implemented to determine, within the DoE
spaces, the tuning factors values able to minimise the
squared error between experimental and numerical
spray penetration length. Results indicated the funda-
mental influence of injection pressure on initial droplet
distribution and size, and how increasing the injection
pressure resulted in physically acceptable behaviour
with narrower distribution and higher probability of
smaller diameter. Perini and Reitz22 utilised a multi-
objective Non-dominated Sorting Genetic Algorithm II
(NSGA-II) to interpret the correlations existing among
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model calibration factors and to select the optimal set
to reproduce a diesel spray process. A blob injection
model was combined with the KH–RT model within a
constant volume 3D domain. A total of six calibration
factors were investigated: three for the KH–RT break-
up model and the other three related to the sub-grid
near-nozzle flow model. Once break-up occurred, a RR
distribution centred on perturbation length in the
liquid-gas interface was used to select the new droplet
size. The five objective functions were related to
vapour/liquid penetration, liquid penetration in the bal-
listic region and air-fuel mixture fraction over several
equally spaced locations along the domain. The Pareto
front analysis demonstrated how both liquid and
vapour penetration are well captured with similar val-
ues of calibration factors. The sensitivity analysis of the
calibration constants revealed their influence on the
uni-dimensional objective functions but did not provide
clarity on how each factor influences the modelled
spray behaviour. For example, another study found a
linear correlation between the time scale of the second-
ary break-up and the equivalence ratio, proving the
connection between calibration factors and fundamen-
tal spray characteristics such as SMD.23

In the present work, a statistical and nested optimi-
sation procedure has been developed to calibrate the
spray model of a high-pressure injector currently used
in a modern small-capacity spray-guided GDI engine.
The initial, nozzle exit, droplet size distribution is
reproduced with a mono-modal RR equation. Once
computational parcels/droplets are injected inside the
3D CFD domain, the atomisation process was ana-
lysed with both KH–RT and RD break-up models,
selecting the best scheme that would reproduce the
available experimental data. The latter included spray-
tip penetration, reconstructed droplet size distribution
function at 50mm down the injector and spray mor-
phology. A half factorial screening method was used
to enable the selection of only the most significant
calibration factors for optimisation, reducing in this
way the dimensionality of the problem. The paper out-
lines the first steps of a larger investigation that aims
to develop a comprehensive and generalised set of
modelling methodologies to support the development
of the next generation of highly efficient, Ultra Low
Emission (ULE) GDI engines. Improving the predic-
tion of the fuel injection process is a fundamental step
that enables realistic predictions of air-fuel mixing,
combustion and pollutants formation. The paper is
structured as follow: the first part describes the experi-
mental test procedures to obtain spray data and intro-
duces equations and models utilised to predict the
injection process, with special insight on statistical and
optimisation approaches for model calibration; the
second part deals with model selection and the results
of model calibration over a wide range of injection
pressure.

Methodology

Experimental setup for spray data acquisition

This work is based on a modern five-hole GDI injector
capable of injection pressure above 300bar. The experi-
mental data have been collected by Ford Vehicle
Evaluation & Verification (VEV) Powertrain and Fuel
Subsystem Laboratory, USA. The data covered the
main spray characteristics used in the vast majority of
similar modelling studies.14,16,19 A schematic drawing
of the nozzle is presented in Figure 1 where Sq is the cir-
cular distance between two near holes, Di is the geo-
metric hole diameter that for the proposed injector was
180mm, R is the hole distance from the centre and q is
the angular distance between two near holes. According
to Khan et al.,24 the limiting condition Su=Di . 3:5 pre-
vent the spray plumes from collapsing during the injec-
tion, mitigating the phenomena of flash boiling. The
injector used in this study is a ‘wide-hole’ configuration,
which respects this Su=Di condition.

A detailed account of the test setup and experimen-
tal methodology is beyond the scope of this study.
Hence, only a brief description is introduced here. Four
different types of tests were conducted for the spray
characterisation:

� Spray pattern visualisation test
� High-speed imaging test
� Laser diffraction droplet size test
� Fuel MFR test

All the tests used n-heptane as indicated by SAE J2715
recommended practices.25 N-heptane is preferred to iso-
octane being less volatile and hence safer to be used in a
laboratory while maintaining similar properties. The
visualisation test of the spray pattern aimed to obtain
the spray footprint to understand the distribution of the
plumes on a reference plane. The test was carried out at

Figure 1. Schematic representation of the tip view for a five-
hole injector.
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35bar injection pressure and 1 bar back-pressure,
mounting the injector 50mm above the calligraphy
paper. The data collected were fundamental for the
spray geometry modelling, enhancing the prediction
capability of plumes geometry and the coordinate sys-
tem of the injector holes. The high speed-imaging test
provided information on spray morphology and pene-
tration. The injector was placed inside a quiescent vessel
with two optical accesses perpendicular to each other.
The injection pressure was varied from 50 to 250bar
with 1 bar back-pressure. The spray tip penetration was
calculated as the axial distance between the injector
nozzle and the point reached by the 95% of droplets
injected by mass.26 The laser diffraction droplet size test
repeated the operating conditions investigated in the
previous test and used a laser beam traversing two
spray plumes to evaluate the liquid droplet dimension.
This test was used to obtain precise values of droplets
SMD, Dv10 and Dv90 on a plane 50mm down the injec-
tor. The use of a reference plane at a certain distance is
a common practice to overcome the difficulties of opti-
cal investigations close to nozzles where higher pixel
density can introduce inaccuracy.25 For the fuel MFR
test, a constant volume chamber was used to record the
fuel flow shot to shot variation in combination with a
Coriolis flowmeter. The averaged results were provided
for a range of injection pulse widths.

Model description and implementation

Spray simulations have been developed within the
Siemens Simcenter STAR-CD CFD package v4.32,
using a coupled Lagrangian/Eulerian approach.27,28

Discretised droplets (fuel) were introduced in a continu-
ous matter (nitrogen) and solved by means of
Reynolds–averaged Navier–Stokes (RANS) equations.
Turbulence generated by the interacting fluids was
treated by means of k–e RNG turbulence model. The
multi-dimensional second-order Monotone Advection
and Reconstruction Scheme (MARS) was adopted to
handle flow characteristics within the computational
cells. Momentum-pressure equations and all the other
discretised equations were solved by means of
Numerical time-step Pressure-Implicit with Splitting of
Operators (PISO) algorithm. The Lagrangian phase
was modelled with the ‘parcel approach’ which consists
of a group of droplets described with identical proper-
ties. No interactions occurred between spray plumes
and walls and hence no liquid film model was imple-
mented. Temperature dependent thermo-physical prop-
erties from the NIST tables were used for all gaseous
and liquid components. The collision model was deacti-
vated because the sub-model did not improve the pre-
diction of the spray pattern so much to justify increased
simulation time. As reported in the previous section, the
injector configuration prevented the phenomena of flash
boiling therefore the related sub-model was deactivated.

The spray process is summarised as a combination
of three components: liquid fuel, fuel vapour and

ambient matter. They constantly interact defining inter-
nal and external spray characteristics.20 The size of the
droplets and their distribution can be classified as inter-
nal parameters, while tip penetration and spray mor-
phology as external parameters. The proper prediction
of all parameters is fundamental to capturing mixture
formation.29

A quiescent, constant volume, cylindrical domain
was created to reproduce the experimental test setup.
The geometry featured a bottom pressure boundary
and a wide wall configuration to minimise spray-wall
influence on spray characteristics. The injector’s holes
were positioned at the top of the vessel, centrally. A
central cross-section of the vessel is presented in
Figure 2; here, it is possible to appreciate the four levels
of mesh refinement, with the finest cell dimension of
0.5mm to maximise the fluid-dynamic prediction per-
formance in the near-nozzle region.15,30 The experimen-
tal penetration values and images facilitated the
optimisation of the mesh. The selected levels of refine-
ment and shape were a trade-off between model predic-
tion accuracy and computational cost, with the finest
dimension corresponding to the mesh size in the injec-
tor region of the combustion chamber for typical GDI
engine CFD modelling. Table 1 summarises the main
features of the virtual vessel. Software implementation
for this study included a subroutine that allowed the
calculation of spray penetration length and droplet size
distribution at every time step on a plane 50mm down
the injector to reproduce the experimental setup.

Figure 3 shows the comparison between the experi-
mental and simplified fuel MFR for three injection
pressure, from 50 to 250bar. The simplified profile was
computed from the experimental counterpart minimis-
ing the error between the area under the trapezoid and

Figure 2. Cross-section of the quiescent vessel mesh and
zoom in on the most refined region.
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the experimental total mass injected and following the
variation of opening/closing ramps with injection pres-
sure. The procedure simplified the model setup and did
not degrade the prediction capability. Using the avail-
able experimental data, the same injection profile was
adopted for each hole. A discharge coefficient was esti-
mated from the Bernoulli equation and varied with the
injection pressure. The coefficients were applied to the
geometrical diameter of the holes and reduced their
dimension to a Deffective that changed from 132 to
128mm going from 50 up to 250bar. The proposed
approach omitted the investigation of the nozzle inter-
nal flow and imposed an initial droplet distribution
that disintegrated following well-known break-up mod-
els. Even if the generality of the overall spray model
characterisation may be reduced, the gain in terms of
computational time can justify the suggested approach
as demonstrated in similar studies.15,18,22

An understanding of the phenomenological model
equations and the influence of calibration factors on
numerical responses is necessary for the development
of robust spray models.

The RR cumulative function, equation (1), was
selected to characterise both the initial droplet distribu-
tion at the nozzle exits within the CFD model and the
experimental spray droplets size distribution on a refer-
ence plane 50mm down the nozzle:

Q=1� exp �D

X

� �q
ð1Þ

In equation (1), Q is the total volume fraction of dro-
plets with a diameter up to D; X and q are model cali-
bration factors. For D equal to X, Q takes the value
0.632 and hence X represents the reference diameter for
which 63.2% of the total liquid volume exists as dro-
plets with a diameter smaller than X. The exponent q
indicates the spread of size distribution, with narrower
distribution for greater values. Despite this function
not being able to describe multi-modal distributions,
the RR model has been proven to consistently predict
the droplet size distribution of GDI injectors.31 The
SMD can be obtained as a function of X and q,20 where
the latter is defined as an argument of the gamma func-
tion G, as follows:

SMD=
X

G 1� 1
q

� � ð2Þ

Combining equations (1) and (2):

D

SMD
= � ln 1�Qð Þ½ �

1
qG 1� 1

q

� �
ð3Þ

Equation (3) is of general nature, being able to correlate
different volume fractions for a given droplet distribu-
tion. This permits the evaluation of the distribution
spread. For example, for Q=0.9 !D=Dv90 and
knowing the ratio between the latter and SMD it is pos-
sible to obtain q. The same equation can be used to
obtain Dv10.

The SMD is a crucial spray parameter. It is often
convenient to represent SMD using a continuous prob-
ability density function (PDF), which summarises the
droplet distribution.20,32 Knowing X and q, the PDF is
obtained from equation (1) as the numerical derivative
of Q with respect to D:

dQ

dD

� �
i

=
Qi+1 �Qi�1ð Þ
Di+1 �Di�1ð Þ ð4Þ

Equations (2)–(4) were used to reconstruct the droplet
distribution from experimental spray on a plane 50mm
down the injector.

Starting from the RR initial drop distribution, par-
cel/parent droplets are introduced in the 3D domain.
To recreate the spray atomisation process, parent dro-
plet break-up occurs due to forces produced by their
interactions with the continuous gas phase. The result-
ing instabilities generate child droplets that can be
predicted, as for the RR, with phenomenological
constant-sensitive models. The two most common
break-up models for GDI applications have been
analysed in this work: KH–RT33 and RD break-up
models.34 The KH–RT is a hybrid model formed by
the combination of two sub-models, both based on
instabilities growing within the liquid-gas interface. For
the KH model, the instability is generated by

Table 1. Modelled quiescent vessel characteristics and setup.

Vessel dimension D= 200mm, L = 170mm
Mesh refinement 3.5 ! 2 ! 1 ! 0.5mm
Number of cells 800,000
Bottom face Pressure boundary
Top face plus side Adiabatic wall
Back-pressure (abs.) 1 bar
Vessel temperature 293K
Vessel fluid Nitrogen
Physical run-time 2ms

Figure 3. Comparison between experimental (black) and
simplified (red) fuel mass flow rate versus time profiles, for
three levels of injection pressure.
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aerodynamic forces. The RT model, instead, predicts
the break-up as a result of droplet deceleration and
density difference between the two involved fluids. For
each parcel injected, the two models evaluate the
break-up simultaneously, with the fastest dominating
over the slowest and hence used as break-up mechan-
ism at each time step. Both KH and RT models depend
on two calibration constants that influence the child
droplet dimension and the break-up time rate.
Equations (5) and (6) indicate the diameter of the child
droplet DKH and break-up time tKH for the KH model,
respectively:

DKH =2B0lKH ð5Þ

tKH =
3:726B1DKH

2lKHvKH
ð6Þ

In these equations, lKH is the instability wavelength,
vKH is the growth rate of the fastest growing wave and
B0 and B1 are the calibration factors. When the parent
droplet assumes a radius equal to the perturbation
wavelength, the break-up will produce a new parent
and a child droplet. B1 depends on turbulence and/or
cavitation phenomena within the injector and has a
strong effect on fuel spray evolution.35 The RT model
has a similar structure, both in terms of equation form
and calibration factors. Equations (7) and (8) represent
the diameter DRT of the child droplet and break-up
time tRT for the RT model, respectively:

DRT =C3lRT ð7Þ

tRT =
Ct

vRT
ð8Þ

In these equations, C3 and Ct are the calibration
factors.

The RD model28,34 predicts the break-up based on
two mechanisms: ‘bag break-up’, due to pressure
instability and expansion of the droplet towards lower
pressure region, with subsequent separation of the child
droplet; and ‘stripping break-up’, which produces the
child droplet by means of a shearing process from the
parent droplet surface. The following equations outline
the role of each break-up mechanism and their correla-
tion with calibration factors. The Weber number
threshold value for bag break-up is

We[
r u� udj j2Dd

2sd
øCb1 ð9Þ

where u and r are the gas velocity vector and density,
respectively; Dd is the droplet diameter, sd the surface
tension and sd the velocity vector. Cb1 is a tuning para-
meter; if the droplet Weber number is smaller or equal
to Cb1, then the droplet is stable; otherwise break-up
will take place. The characteristic break-up time rate tb
is related to the same parameters as follows:

tb =
Cb2r

1
2

dD
3
2

d

4s
1
2

d

ð10Þ

In this equation, Cb2 is another calibration factor and
rd is the droplet density.

The stripping break-up threshold involves the dro-
plet Reynolds number to take account of the dynamic
viscosity as follows:

Weffiffiffiffiffiffiffiffi
Red

p øCs1 ð11Þ

In this equation, Cs1 is the tuning parameter with a
similar role as Cb1. The stripping break-up time rate is
given by:

tb =
Cs2

2

rd
r

� �1
2 Dd

u� udj j ð12Þ

where Cs2 is the fourth calibration factor of the model.
The typical ranges of variation for the calibration

factors are summarised in Table 2 based on the most
relevant literature15,18,19 and the Authors’ previous
experience.8,10 In particular, the X range was selected
considering the diameter of the holes and studying the
experimental SMD for all the injection pressure tested.
Identifying operational ranges is the first step for the
factors screening and selection process, as described in
detail in the following paragraph.

Models selection and calibration

The block diagram shown in Figure 4 summarises the
model calibration procedure, which is reported in detail
in the following sections.

Two model combinations, RR + RD and
RR + KHRT, were initially considered at a fuel injec-
tion pressure of 150 for the screening process. The
workflow depicted in Figure 4 was applied to both and
the results were compared in terms of their ability to
match experimental observations at two injection pres-
sures (150 and 250bar). Six calibration factors, as

Table 2. Range of variation of all the calibration factors for the definition of the screening DoE space and their typical values.

Model RR KH–RT RD

Calibration factor X (mm) q B0 B1 C3 Ct Cb1 Cb2 Cs1 Cs2

Max 100 5 0.61 100 0.4 10 8 3.15 0.55 20
Min 50 1.5 0.59 1.5 0.1 1 1 3.13 0.45 2
Typical 100 2 0.61 40 0.1 1 6 3.14 0.5 20
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reported in Table 2, were associated with each model
combination. Rather than carrying out numerically
intensive optimisation procedures in all six factors, a
screening process was used to determine the dominant
ones. A more extensive response surface experimental
design, based on a space-filling principle (Halton
sequence), was then conducted in the dominant factors
identified by the screening process. The purpose of this
approach was to build fast spatial statistical models to
subsequently seed a nested optimisation process to
determine the final calibration factor settings.

Factor screening process

The objective was to determine the dominant factors
and two-term interactions only. This approach signifi-
cantly reduced the overall number of CFD simulations
required for spray model calibration. The methodology
is commonly used in statistical experimentation.36 A
test matrix with 26�1

VI =32 calibration factor combina-
tions was used. The defining word for this design was
I=ABCDEF (i.e. calibration constants for the RR
model plus the four related to each break-up model)
with a resolution VI.36 Consequently, it was possible to
quantify significant two-term interactions as well as the
main effects of the respective factors. The correspond-
ing regression equation was:

y= b0 +
X6
i=1

xibi +
X5
i=1

X6
j= i+1

xixjbij ð13Þ

Montgomery36 provides extensive tables of 2p�k frac-
tional factorial designs, with designs in up to p=15

factors in 16 runs. The sparsity of effects principle37

suggests system responses are dominated by main
effects and low order interactions. Therefore, a main
effect is much more likely to be active than, for exam-
ple, a five-term interaction. A half factorial design was
selected because considered the best trade-off between
accuracy of the information obtained and computa-
tional time. The calibration factor performances on the
CFD simulation responses were investigated in terms
of SMD on a plane 50mm down the nozzle, and spray
penetration at 0.8ms after start of injection (ASOI).
The former was selected to align the numerical results
with the experimental counterpart. The latter to
account for the spatial and temporal evolution of spray
near the maximum penetration.

Response surface design and modelling

To seed the optimisation process yielding the final cali-
bration parameters, a more exact model describing the
complex behaviour of the response metrics over the fac-
tor space was required in comparison with the one
defined with equation (13). As the optimisation algo-
rithm requires many evaluations, the actual CFD simu-
lation models cannot be used to calculate the
appropriate cost function as the evaluation time would
be too long. Consequently, a surrogate model approach
was adopted to provide fast prediction (obtained gener-
ally in a fraction of a second) of the responses not
investigated with a CFD simulation. The surrogate of a
detailed computer simulation model is called a meta-
model.38 The underlying concepts are described in
Figure 5 for a function of two variables (factors).

Figure 4. Workflow for the proposed calibration factor screening and optimisation process.

Figure 5. The concept of meta-modelling for a response depending on two design variables.38
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Initially, a DoE was developed, generating a list of
points at which CFD simulations were carried out. A
variety of suitable techniques, most often predicated on
space-filling principles, appear in the literature.39–42

The accuracy afforded by the meta-model in interpolat-
ing among previously untried configurations depends
on the design, particularly the number and distribution
of points, as well as the interpolating function itself.

Definition of response metrics and optimisation
process

The CFD results, from DOE analysis, in terms of pene-
tration and SMD, were used to construct the objective
function 1 (OBJ1) and 2 (OBJ2):

OBJ1=
1

t

ðt

0

pnum tð Þ � pexp tð Þ
pexp tð Þ

� �2

dt ð14Þ

OBJ2=
1

D

ðD

0

cnum dð Þ � cexp(d)

cexp(d)

� �2

dd ð15Þ

Equations (14) and (15) describe the level of prediction
performance of the model in terms of liquid penetration
and cumulative droplet dimension, respectively. The
objective functions were designed as a squared devia-
tion of the numerical values from the experimental
data. In particular, equation (14) computes the squared
error between the instantaneous numerical penetration
pnum and the experimental counterpart pexp as a func-
tion of time t. Equation (15) is defined with a similar
approach and it evaluates the squared error between
the numerical cumulative curve cnum and the experi-
mental value cexp of droplet diameter d. The curves
were obtained at 50mm down the nozzle and 0.8ms
ASOI. The use of both penetration and cumulative dro-
plet dimensions to characterise the gasoline spray is
aligned with the SAE J2715 recommended practices.25

For each injection pressure, a nested optimisation
process was performed with a population of 2000 and
500 interactions. OBJ2 was selected to be minimised
imposing a constraint on OBJ1. Since the tip penetra-
tion is more dependent on droplet velocity, that is, fuel
MFR, the calibration factors were selected giving more
weight to the prediction of droplet dimensions and
hence OBJ2. A minimum threshold error was imposed
on OBJ1. The threshold influenced the solutions of the
optimiser in terms of calibrated factors. Consequently,
an iterative process was performed to select, for each
injection pressure, an OBJ1 threshold to provide the
best solutions that follow the variation of the spray
characteristics observed experimentally. The analysis of
these results enabled, as reported in the following sec-
tion, to select the model combination RR + RD as the
most suitable for modelling sprays in high-pressure
GDI applications.

Results and discussions

Factorial screening and spray model selection

Figure 6 presents the absolute regression coefficients b,
for both the SMD and spray penetration at 0.8ms
ASOI, for the RR + RD model combination. The R2

values for these regressions were 0.9943 and 0.9999,
respectively. Both models were good facsimiles for the
simulation data. The taller the bar, the more influential
the factor was in explaining the observed behaviour in
the response. Considering the SMD bar chart, the larg-
est effects in descending order were X, Cb1 and Cb1X.
Noticeably, the control obtained over droplet dimen-
sions with X and the onset of the bag break-up with
Cb1 largely modify the SMD ( bj j. 10) while the other
calibration constants, that control the spread of the
droplet distribution (q), the bag break-up rapidity (Cb2)
and the stripping mechanism at higher Weber numbers
(Cs1 and Cs2), have a smaller impact ( bj j\ 5). A second

Figure 6. Absolute regression coefficients for the SMD and penetration at 0.8ms ASOI least squares analysis for the RR + RD
combination. The higher the bar the more influential the factor.
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SMD regression against the three dominant factors
exhibits an R2 of 0.9250. Consequently, it was possible
to accept X, Cb1 and their interaction Cb1X as the most
influential factors.

Considering the penetration response analysis, the
most influential factor was X, which stands out against
the remaining factors. The penetration is primarily
affected by the droplet velocity (i.e. MFR profile – a
fixed value for this screening analysis) and secondarily
by the droplet initial dimensions that can be widely
adjusted with X and q. The other calibration constants
seem to have low to none effect also when in combina-
tion with the more influential X or q. As shown for the
SMD study, the bag break-up factor stands out against
the stripping process with their constants generally
more significant. A follow-up regression analysis in X
alone exhibits an R2 value of 0.9672. The analysis pro-
vided evidence that for the RR + RD model combina-
tion the factors X and Cb1 are sufficient to correctly
tune the spray characteristics.

Figure 7 presents a plot of the corresponding abso-
lute regression coefficients for the RR + KHRT model
combination. The R2 values for the SMD and penetra-
tion models were 0.9690 and 0.9387, respectively. This
suggested that the regressions were adequately explana-
tory for the simulation data. For the SMD bar chart,
the most influential explanatory factors were: C3, X,
C3X, followed by q and C3q. Similarly to the previous
model combination, the SMD seems mainly influenced
by a break-up coefficient and the initial droplet distri-
bution controlled by X. The RT coefficients (C3 and Ct)
have a bigger impact on the SMD in comparison with
KT coefficients (B0 and B1), highlighting how the model
responds better to the break-up caused by the droplet
deceleration and density rather than aerodynamic
forces. An SMD model comprised of terms C3, X and
C3X produced an R2-value of 0.8, whereas a model
including the additional terms q and C3q exhibited an
R2-value of 0.926. For the penetration response, again

the most dominant factors were X and C3 followed by
C3Ct, Ct, C3X and Ct X. Interestingly, these factor com-
binations can be tuned producing an almost identical
variation on the spray penetration. The RR + KHRT
model analysis appeared to be dominated by three fac-
tors (X, C3 and Ct), hence more complicated to cali-
brate in comparison with the RR + RD model. On the
other hand, to have a common DoE and simplify the
overall process, using only C3 and X as the most domi-
nant factors was taken as an acceptable option.

The most dominant factors selected for the two
model combinations were used for a DoE analysis. The
other calibration factors were kept constant and equal
to the values presented in Table 2. The MATLABTM

MBC toolbox was used to develop the DoE test plan to
be performed via CFD simulations, and also to build a
meta-model of the simulation data. The DoE was gen-
erated using a 46-point Halton39 sequence. This design
was subsequently augmented with a 22 factorial design
to place points at the corners of the design space. The
augmentation ensured that the responses at the extreme
values of the experimental factors were included in the
model. The resulting design is illustrated in Figure 8.

The experiment was carried out at 150 and 250bar
injection pressure for both the RR + KHRT and
RR + RD combinations. A hybrid RBF-polynomial
meta-model43,44 was used to interpolate the simulation
data. Each simulation required about 30min of compu-
tation time on 96 CPUs, implying the total time
required for model training was 50h.

The contour plots of the normalised objective func-
tions for the two model combinations at 150 and
250bar are presented in Figures 9 and 10, respectively.
Both objectives were normalised providing values from
0 – hypothetical perfect match, to 1 – highest error. As
shown in Figure 9(a), the combination of the highest X
values and Cb1 in the range of four produces an area of
low penetration error. In the same graph, the maximum
error is observed for droplet distributions with smaller

Figure 7. Absolute regression coefficients for the SMD and penetration at 0.8ms ASOI least squares analysis for the RR + KHRT
combination. The higher the bar the more influential the factor.
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diameters and the lowest level of break-up threshold.
In this case, the spray is formed by relatively small dro-
plets, which show a tendency to disintegrate rapidly. In
Figure 8(b) the predicted OBJ2 error was at the

minimum level for the whole X range and Cb1 above
1.8. For this reason, the Cb1 axis was limited between 1
and 3. The highest error was predicted with the highest
X and the lowest Cb1. It is important to notice how the
lowest threshold for bag break-up (Cb1 factor) pro-
duced abnormal simulation responses in terms of both
penetration and droplet size distribution. Figure 9(c)
and (d) show the modelled objective functions for the
RR + KHRT combination at a pressure of 150bar. In
Figure 9(c), OBJ1 has an opposite trend compared to
RR + RD, with the highest error predicted for the
maximum levels of both X and C3. An extended low-
error zone appears with a value of C3 lower than 0.2
across all the X range. Similarly to RR + RD, OBJ2
has an extended area of small error with a break-up
coefficient above 0.12, as shown in Figure 9(d). Lower
C3 values produce relatively smaller droplet diameters
during the spray evolution, unable to replicate the
experimental distribution.

The increase of injection pressure from 150 to 250
bar produces noticeable variation only for OBJ1 con-
tour plots while OBJ2 is less affected, as shown in
Figure 10. In particular, Figure 10(a) introduces two
areas of higher penetration error: one at the bottom left
corner, similar to the 150bar case, at small liquid

Figure 8. Example response surface design for the simulation
meta-model. The design is comprised of a 46-point Halton
sequence and augmented with a 22 factorial to place points at
the extremes of the experimental region.

Figure 9. Regression analysis of the objective functions for the two break-up model combinations at 150 bar: (a) RR + RD OBJ1,
(b) RR + RD OBJ2, (c) RR + KHRTOBJ1 and (d) RR + KHRTOBJ2.
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droplet diameters and high-intensity break-up; another
at the top right corner where the initial droplet distri-
bution was introduced with the highest value of X and
the break-up threshold was at the maximum. In this
region, the combination of bigger droplet diameters
that persist longer and the increased injection velocity
produces an overestimation of the spray penetration.
The lower error region is shifted towards a smaller dia-
meter in comparison with the 150bar case. The effect
can be explained with a more atomised distribution
needed to reduce the penetration squared error as a
consequence of the increased injection pressure. In
Figure 10(b), the extended area of low OBJ2 error is
similar to the 150bar case. The area of highest error is
also similar and predicted at increasing X with low lev-
els of Cb1. Figure 10(c) presents two regions of low
error, highlighting the possibility of having good pre-
diction performance with different sets of calibration
factors. The non-linear nature of the problem empha-
sises the necessity of an optimisation process. Figure
10(d), proves the strong dependency between OBJ2 and
C3, similarly to the 150 bar case.

The surrogate models of both objective functions
served as an input for the nested optimisation process.
Table 3 shows the sets of optimal solutions for all the

models’ combinations at the two injection pressures of
150 and 250bar. The optimisation method found a
decreasing trend with injection pressure for E for both
model combinations. This is aligned with the physical
behaviour of the spray that reduces the diameters of
the droplet distribution for higher injection pressure
due to the enhanced atomisation.20

The modelling results for 150 and 250bar in terms
of spray tip penetration and cumulative size distribu-
tion function on a reference plane 50mm down the
injector nozzle, are shown in Figures 11 to 13. The
RR + RD combination model in Figure 11 shows an
overall satisfactory prediction of spray penetration for
both injection pressures investigated. On the contrary,
the RR + KH–RT combination model generally over
predicts penetration, at least for times beyond 0.25ms.
Both models underestimate the initial part of spray
development (up to 0.2ms), probably due to a com-
bined effect of discharge coefficient error, constant
MFR profile adopted for all the nozzles and intrinsic
inaccuracy introduced with the numerical code.45 In
particular, the modelled initial velocity of the droplets
was lower in comparison with the experiments even if
the reproduced MFR profile matched the opening/clos-
ing ramps, the bulk and hence the total mass injected.

Figure 10. Regression analysis of the objective functions for the two break-up models combinations at 250 bar: (a) RR + RD OBJ1,
(b) RR + RD OBJ2, (c) RR + KHRTOBJ1 and (d) RR + KHRTOBJ2.

Sciortino et al. 447



The error was mitigated for the other injection pres-
sures analysed as shown in the following section. An
over prediction is observed in the region of maximum
penetration due to a possible higher concentration of
liquid in the proximity of the plumes’ tip in comparison
with the experiments.46 The analysis of the droplet
characteristic diameters in Figures 12 and 13 reveals
how the RD break-up model was able to capture the
experimental quantities with the lowest level of error,
showing a reasonable sigmoid shape aligned with the
experimental trends. The KH–RT model instead shows
an abnormal inflexion around the upper limit of the
cumulative distribution. Figure 13 shows the prediction
performance in terms of the three characteristic droplet
diameters. In particular, SMD is of fundamental
importance for the implantation of the spray model
within a GDI combustion chamber 3D CFD domain.10

As above, the RD model performs better, with the
KH–RT model grossly overestimating the SMD for
both injection pressures. The RR + RD model combi-
nation was selected as best to develop a CFD model of
the fuel spray analysed.

Meta-modelling of spray characteristics

The modelled responses from the DoE analysis in terms
of spray tip penetration and SMD are shown in Figure

14 for 150 and 250bar injection pressure, respectively.
The models were obtained with the same methodology
introduced with the objective analysis. The correlations
between X, Cb1 and spray characteristics were consis-
tent for both injection pressures. In particular, Figure
14(a) presents the variation of the spray plumes pene-
tration at 0.5ms ASOI as a function of both calibration
factors at 150 bar. As expected, the liquid penetration
increases for a droplet size distribution with higher X
values and a higher break-up threshold. Across the
whole X and Cb1 space, penetration shows a maximum
variation of over 15%, remaining virtually unaffected
by levels of Cb1 lower than two. Figure 14(b) shows the
strong dependence between Cb1 and SMD at 150bar, a
result aligned with the analysis conducted on OBJ2 (see
Figure 9(b)). Importantly, the size of the liquid droplets
can be tuned to a specific SMD modifying the break-up
coefficient, almost independently of the initial size dis-
tribution X. The SMD tripled in the range of calibra-
tion constants analysed. Figure 15 and b extend the
analysis to the 250bar injection pressure. The depen-
dencies are largely similar to the 150bar case; in partic-
ular, Figure 15 shows that the spray penetration
reaches a minimum for X in the range 75–100 and Cb1

lower than two. The maximum penetration variation
was 11% and hence aligned with the previous case.
Consistently with the lower injection pressure, the
region of highest penetration is predicted for the high-
est values of both X and Cb1. In terms of SMD varia-
tion (Figure 14(d)), the maximum SMD level is reduced
by 60% in comparison with the 150bar case (13–8mm).
The variation of calibration factors in the range pro-
posed can produce a quadrupling SMD value.

Calibration methodology extended to other injection
pressures

The methodology proposed was extended to 50, 100
and 200 bar injection pressure. Figure 15 shows how the
E variation as a function of injection pressure follows

Table 3. Optimised factors for the two break-up models (RD
and KHRT) that minimise the objectives. Results proposed for
150 and 250 bar of injection pressure.

RR + RD X (mm) Cb1

150 bar 64.1103 5.6391
250 bar 57.0222 5.6367

RR + KHRT X (mm) C3

150 bar 69.1922 0.2214
250 bar 50.0268 0.2126

Figure 11. Spray penetration comparison between the two break-up models (RD and KHRT) and the experimental trend at two
levels of injection pressure.
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the corresponding quantity reconstructed from experi-
mental SMD data taken 50mm down the injector noz-
zle. Within the limitations of the available experimental
data, the optimal solutions obtained through the pro-
posed methodology were able to capture the physical
behaviour of the spray process.

Penetration, cumulative size distribution and charac-
teristic diameters results are shown in Figure 16. Figure
16(a) to (c) show good accuracy of liquid penetration in
comparison with the experimental data. At 50 bar injec-
tion pressure, the penetration is well predicted, with a
slight under prediction on the ballistic region of the
spray. The 100bar case reveals a slight underestimation
of the liquid penetration in the same region, whereas an
almost perfect match is obtained from 50mm up to the
limit of the measurement window (70mm). On the con-
trary, the 200bar case exhibits a good prediction up to
50mm and a general overestimation up to 70mm. The
sigmoid shape of the cumulative distribution function is
presented in Figure 16(d) to (f). The cumulative func-
tion of the 50 bar case presents a good prediction up to
the SMD (32% of the distribution) and an underesti-
mation of the predicted diameters above 40% of the
distribution, for droplet size between 20 and 40mm.

This behaviour is highlighted in Figure 16(g), where the
numerical Dv90 was 38% smaller in comparison with
the experimental counterpart. A potential reason for
this mismatch is a more severe variation of the experi-
mental droplet distribution at the lower injection pres-
sures and this is reflected in the experimental Dv90

between 100 and 50bar. In contrast, both SMD and
Dv10 followed a smooth evolution as the injection pres-
sure varies. The model produced smaller droplets due
to the lowest break-up coefficient obtained through the
optimisation process. Since SMD, Dv10 and penetration
are well predicted and the break-up coefficient follows
a linear trend with the injection pressure, the tuning of
the coefficient is considered sufficient for an accurate
spray model calibration. The 100bar and the 200bar
cases, presented in Figure 16(e) and (h) and in Figure
16(f) and (i), respectively, show similar behaviour but
improved accuracy as the injection pressure increases.

The optimised calibration factors X and Cb1 for all
the injection pressures investigated are reported in
Figure 17 and Table 4. The other factors (q, Cb2, Cs1

and Cs2) were kept constant and equal to the typical
values presented in Table 2. The reduction of X with
increasing injection pressure is consistent with the

Figure 12. Cumulative distribution function comparison between the two break-up models (RD and KHRT) and the experimental
trend at two levels of injection pressure.

Figure 13. Dv10, SMD and Dv90 prediction capability of the two break-up models (RD and KH–RT) at two levels of injection
pressure. Results obtained on a plane 50mm down the injector nozzles.
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expected physical behaviour – a reduction of droplet
diameter due to a more intense atomisation process.20

The latter is stronger up to 150bar, to then reduce
between 150 and 250bar, possibly due to the physical
limitation of the fixed-geometry injector. Factor Cb1

increases almost linearly between 50 and 150bar, most
likely to compensate for the effect of velocity on dro-
plet disintegration. Between 150 and 250bar Cb1 tends
to remain stable, although the optimisation process at
200bar returns an unexpected slight reduction. This
remains unexplained at this stage and will be the object
of further investigation in the near future.

Spray morphology analysis

A double view-point morphology comparison between
experimental (liquid and vapour) and numerical (liquid)
spray images is shown in Figure 18. Only one injection
pressure – 250bar, at 0.8ms ASOI to have a well
extended spray, is presented for brevity. For the numer-
ical images, each plume is distinguished by a different
colour and the droplets are plotted by dimension. The
numerical results are generally in good agreement with
experimental plumes’ shape, overall cone angle and

tips’ penetration. The images show a more jagged shape
of the experimental plumes compared to the

Figure 14. Contour plots of spray characteristics as a function of relevant calibration constants: (a) spray penetration at 0.5ms
ASOI and (b) SMD at 50mm down the injector at 150 bar; (c) spray penetration at 0.5ms ASOI and (d) SMD at 50mm down the
injector at 250 bar.

Figure 15. Normalised X as a function of injection pressure.
The experimental quantity is reconstructed based on the SMD
available on a reference plane 50mm down the injector. The
numerical quantities are the values imposed at the nozzle exit
within the 3D domain.
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smoothness of the numerical ones, likely to be due to
the subtle threshold between liquid and vapour
phase.15,46–48 Moreover, the RANS numerical
approach simplifies the smallest turbulent scales, add-
ing another potential source of difference.49 However,
the trade-off between computational costs and accuracy
was considered acceptable. Regions of the spray rich in
fuel vapour were reproduced with small droplets as evi-
dence of a strong evaporation rate. The wide hole con-
figuration of the injector produced generally
recognisable structures for each of the five plumes.
From the droplet dimension analysis, four distin-
guished regions can be observed:

1. Near-field: The typical liquid ligaments at the noz-
zle exit50,51 are simplified by imposing an atomised
spray formed by clusters of big droplets with a max-
imum diameter Dd=100mm. Smaller droplets also
exist in this region, as evidenced by a SMDinitial of
26.5mm obtained imposing the calibrated constant
factors. These small droplets reproduce the rapid
phase-change of the fuel droplets and consequently
the primary atomisation mechanism.

2. Plume bulk: The secondary break-up due to pres-
sure instability and shearing process15,34,51 produce
a large variety of diameters with evidence of big

Figure 16. Prediction performance of the calibrated fuel spray in terms of penetration at: (a) 50, (b) 100 and (c) 200 bar; in terms
of cumulative distribution function (CDF) 50mm down the injector location at (d) 50, (e) 100 and (f) 200 bar; and in terms of Dv10,
SMD and Dv90 at (g) 50, (h) 100 and (i) 200 bar.

Figure 17. Optimal levels of the X and Cb1 calibration factors
as functions of injection pressure, for the RR + RD model
combination.
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droplets that tend to persist in the proximity of the
central region of the plumes. As explained in the
next paragraph, several droplets in this region
show a stagnation behaviour, that is, almost zero
momentum.

3. Plume interface: The air entrainment and generally
the interaction between the gas-liquid phases pro-
motes rapid evaporation of the fuel. Turbulent
phenomena were noticeable experimentally and
fish-bone structures were evident for the most
external plumes. The behaviour was reproduced
with a scattered distribution of small droplets
showing evidence of a strong evaporation rate.51,52

4. Plume tip: This region is usually characterised by a
higher concentration of fuel vapour and a fully
developed secondary break-up.46 The clusters of
highly disintegrated droplets (Dd \ 10mm) mimic
the combined effect of turbulent motion and drag

force, as well as the longest residence time (0.8ms)
of the liquid injected.

Figure 19 presents the almost linear correlation
between the computed mid-range velocity magnitude
and SMD. Each point in the graph represents an injec-
tion pressure, from 50 to 250 bar. The velocity magni-
tude was evaluated from instantaneous quantities as an
average between maximum and minimum velocity. The
investigated range of pressures reveals a variation of
SMD and velocity magnitude of 250% and 113%,
respectively. Considering each of the 50 bar increments,
the maximum velocity gain and SMD reduction were
obtained between 50 and 100bar. In the range 200–250
bar both velocity and SMD variation were marginal in
comparison with other increments. The phenomenon is
of fundamental interest to define a trade-off between
droplet velocity and dimension necessary to design
injection strategies for emission reduction.53 On one
hand, in a given cylinder geometry, the increase of
spray velocity might yield a more intense spray impact
on the piston crown with consequent liquid film
deposit. On the other hand, a well atomised spray is
necessary to speed-up the air-fuel mixing process.34,53,54

Figure 19 also shows the computed spray images with
droplets plotted by instantaneous velocity. The maxi-
mum velocity of the droplets is reached soon after the
nozzle exit and then decrease rapidly after around
15mm. The velocity deteriorates along each plume with
the lowest velocity in the proximity of the plumes’ tips.

Figure 18. Morphology comparison between experimental (grey) and numerical (coloured) results. The images were captured at
250 bar injection pressure and 0.8ms ASOI. A and B represent the two viewpoints available from the experiments. The small image
in the bottom left corner shows the spray’s footprint obtained experimentally at 50mm down the nozzle, at an injection pressure of
35 bar.

Table 4. Tabulated optimal levels of the X and Cb1 calibration
factors for all the injection pressures investigated, for the
RR + RD model combination.

Injection pressure (bar) X (mm) Cb1

50 99.9996 1.9627
100 80.8061 3.4253
150 64.1103 5.6391
200 58.9774 4.7221
250 57.0222 5.6367
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For all the pressures, stagnation is evident in the
plumes’ bulk region; this behaviour might be due to a
combined effect of air recirculation and drag forces.

Conclusions

A CFD model of high-pressure fuel injections was
developed to accurately predict fundamental spray
characteristics over a wide range of operating condi-
tions. The two most commonly used break-up models,
KHRT and RD, were studied in terms of prediction
performance in combination with a RR mono-modal
initial droplet size distribution. To minimise the num-
ber of calibration factors, a half factorial screening
design was used for each model combination, yielding
the factors that showed a dominant effect on spray
penetration and SMD. A subsequent space-filling DoE
design produced a testing space for the selected factors
and served as input for the 3D CFD simulations. The
results were used to produce surrogate models in terms
of objective functions that, in turn, were minimised fol-
lowing a nested optimisation procedure. An optimal set
of calibration factors was defined for each of the two
model combinations. The analysis of the prediction
performance revealed that RR + RD outperforms
RR + KHRT.

The following main outcomes can be drawn from the
investigation:

� The proposed statistical and optimisation metho-
dology was able to first identify and then produce
optimal levels of the dominant spray model calibra-
tion factors that enable good prediction of high-

pressure spray behaviour in terms of tip penetra-
tion, droplet size distribution and morphology.

� Importantly, the proposed methodology can be
extended to other physical mechanisms and their
descriptive phenomenological models to reveal how
the relevant calibration factors may influence the
model responses over wide ranges of operating
conditions.

� The half-factorial screening highlighted how rea-
sonable prediction of experimental spray character-
istics can be obtained by tuning only the initial RR
distribution parameter X and one break-up factor
that is responsible for the secondary atomisation
process. The dominant break-up factors were Cb1

and C3 for the RR + RD and the RR + KHRT,
respectively.

� RR+RD was the best model combination to predict
all the main characteristics of a high-pressure fuel
spray between 50 and 250bar, with the optimisation
of only two calibration factors. RR + KHRT over-
estimated both spray penetration and droplet size dis-
tribution for 150 and 250bar injection pressure.
Therefore, the latter model combination requires a
more refined and computationally heavier calibration
procedure to equal the performance of RR + RD.

� The optimised calibration factors revealed how X
and the break-up coefficient Cb1 can be assumed to
be directly and inversely proportional to the injec-
tion pressure, respectively. The break-up coefficient
increases to compensate for the effect of an
enhanced droplet disintegration with a higher velo-
city induced by higher injection pressure.

� With a detailed regression analysis, it was possible
to create contour plots of calibration factors and

Figure 19. Predicted values of SMD as a function of the velocity magnitude for every injection pressure investigated. Snapshots
were done at 0.8ms ASOI.
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spray characteristics (penetration at 0.5ms ASOI
and SMD) that can facilitate the initial stage of
model calibration and to evaluate the order of mag-
nitude of quantities involved. As X increases in the
range 50–100mm and Cb1 in the range 1–8, penetra-
tion increases by more than 10% while SMD triples
and quadruples for 150 and 250bar, respectively.

� The experimental ligaments in the proximity of the
injector nozzle were simplified with a droplet size
distribution composed of relatively large and fast
droplets that quickly disintegrate along the plume.
Typical fishbone structures, at the interface of the
plumes, were reproduced with highly atomised clus-
ters of droplets.

� An almost linear correlation exists between the
computed average droplets velocity magnitude and
SMD. This is of fundamental interest to aid in the
development of engine injection strategies that aim
to both maximise air-fuel mixing and reduce liquid
film deposition.
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