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Abstract. Numerical modelling is a useful tool for the fundamental study of acoustic cavitation treatment in liquid metals. This treatment, also known as ultrasonic melt processing, significantly improves the properties and quality of metallic materials. However, the mechanisms leading to these observed improvements are still unclear and a fundamental study of cavitation treatment is required to understand this process. In this endeavour, this paper compares the use of high-order discretization schemes for solving acoustic pressures in cavitating liquids with its low-order counterpart. A fourth order scheme is shown to be more stable and accurate than a second order scheme when taking into account the acceleration of bubbles before their collapse, and is recommended for the full cavitation modelling of acoustic treatment of liquid metals.

1. Introduction

Ultrasonic treatment yields significant improvements in the quality and properties of metallic materials [1-3]. These improvements are attributed to acoustic cavitation [4]. However, this promising technology has not been successfully applied in the treatment of large volumes of melt, as is required by industrial processes like continuous casting. A fundamental study of the melt cavitation process is therefore required to circumvent difficulties in scaling up the ultrasonic treatment process [5]. The ‘full cavitation model’ [6], originally developed for hydrodynamic cavitation in water, has been used by Nastac [7] and the present authors [10-11] to predict the cavitation treatment zone in a crucible and a launder respectively. Accurate prediction of these cavitation regions is required to optimize launder designs and minimize the power input, complexity, and time required to treat a certain volume of liquid metal. However, the pressure discretization models used so far [9-11] are at most second order in space and time, making the computations prone to numerical diffusion over long simulation run times. This paper investigates the use of higher-order methods in the discretization of the acoustic wave equations as applied to cases where the acoustic pressures are very large, to pave the way for longer simulations of ultrasonic melt treatment.

2. Theory

In the present model, the acoustic pressure $p$, acoustic wave velocities $v_1$, and bubble volume fraction $\phi$ are solved for in a segregated manner.
2.1. Governing equations

Conservation of mass and momentum, and the identity \( \partial p / \partial \rho = c^2 \), where \( \rho \) is the medium’s density, give the equations for the propagation of sound in a moving fluid medium:

\[
\frac{\partial \bar{p}}{\partial t} + \bar{v}_j \frac{\partial \bar{p}}{\partial \bar{x}_j} + \bar{p} c^2 \frac{\partial \bar{v}_i}{\partial \bar{x}_i} = S
\]

(1)

\[
\frac{\partial \bar{v}_i}{\partial t} + \bar{v}_j \frac{\partial \bar{v}_i}{\partial \bar{x}_j} + \frac{1}{\rho} \frac{\partial \bar{p}}{\partial \bar{x}_i} = \bar{\tau}_{ij} + F_i
\]

(2)

\( S \) contains mass sources such as sinusoidal signals representing the vibrating surface of a sonotrode or the contribution of the growth and collapse of cavitation bubbles to the acoustic pressure \( -\rho c^2 \partial \phi / \partial t \). The forcing terms \( F_i \) contain velocity sources due to the vibrating surface. The material properties symbols are described in Table 1 and the overbar indicates mean flow variables. The speed of sound \( c \) in the bubbly fluid is variable and depends on the resonant frequency of the oscillating bubbles. For frequencies much lower than the resonant frequency of the bubbles present in the liquid, \( c = \sqrt{\frac{\rho_b K_b}{\rho_l (1-\phi) \rho_l}} \) where \( K \) represents the bulk modulus of the phase and the subscripts \( b \) and \( l \) denote bubble and liquid properties respectively [10]. The governing equation for the bubble volume fraction \( \phi \) is

\[
\frac{\partial (\bar{\rho}_b \bar{\phi})}{\partial t} + \frac{\partial (\bar{\rho}_b \bar{v}_i \bar{\phi})}{\partial \bar{x}_i} = \Gamma
\]

(3)

where \( \Gamma \) is the net phase change. Following the derivation of the full cavitation model [6], by using the Keller-Miksis equation – which is numerically stable for the large forcing amplitudes that are encountered in ultrasonic melt treatment [11] – and keeping the acceleration term [12], the net phase change rate for bubble growth is obtained as

\[
\Gamma = C_g \frac{v_{ch}}{\sigma} \rho_l \rho_b \left[ \frac{2}{3} \left( \frac{1 + v_{ch} / c}{1 - v_{ch} / 3c} \right) \frac{p_v - P}{\rho_l} - \frac{2}{3} R \frac{d^2 R}{dt^2} \right]^{1/2} (1 - \phi)
\]

(4)

applicable for \( p_v > P \). For the collapse phase, i.e. \( P > p_v \), the phase change rate is

\[
\Gamma = -C_c \frac{v_{ch}}{\sigma} \rho_l \rho_b \left[ \frac{2}{3} \left( \frac{1 + v_{ch} / c}{1 - v_{ch} / 3c} \right) \frac{P - p_v}{\rho_l} - \frac{2}{3} R \frac{d^2 R}{dt^2} \right]^{1/2} \phi
\]

(5)

\( v_{ch} \) is a characteristic bubble velocity that is estimated from an average bubble size [9], and \( C_g \) and \( C_c \) are empirical coefficients.

2.2. Wave equations discretization

A fully staggered mesh is used in both differencing schemes presented: the scalar quantities acoustic pressure and bubble volume fraction are stored in cell centres at the end of each time step, and velocity components are stored at cell faces in the middle of each time step [13].

2.2.1. Leapfrog scheme.

The leapfrog scheme is second order in space and time. The acoustic pressures and velocities are updated using the following relations:

\[
p^{k} = p^{k-1} - \frac{c \Delta t}{x_i} \left( u_{i,down}^{k-\frac{1}{2}} - u_{i,up}^{k-\frac{1}{2}} \right) + S \Delta t
\]

(6)

\[
u_i^{k+\frac{1}{2}} = u_i^{k-\frac{1}{2}} - c \Delta t \left( p_{down}^{k} - p_{up}^{k} \right) + F_i \Delta t
\]

(7)
2.2.2. Fourth-order scheme. The dispersion-relation-preserving scheme [14] is used for the spatial differentiation and temporal integration steps of the convective terms in equations (1) and (2). The 6-point stencil for spatial derivatives is given by

$$\frac{df}{dx} = \frac{1}{\Delta x} \sum_{j=-2}^{3} a_j f \left[ x + \left( j - \frac{1}{2} \right) \Delta x \right]$$

(8)

The temporal integration is given by

$$\int_{\frac{1}{2}}^{\frac{1}{2}} \frac{\Delta t}{\tau} f(t) dt = \Delta t \sum_{m=0}^{3} b_m f (-m \Delta t)$$

(9)

with the coefficients $a_j$ and $b_m$ calculated so that the spatial and temporal schemes are fourth-order and third-order accurate respectively [13].

3. Problem description

For the example case presented in this paper, the geometry is the rectangular cuvette used by Žnidarčič et al [12]: the base is a 25 mm x 25 mm square, and liquid water with material properties given in Table 1 is filled up to a height of 50 mm. A 3 mm diameter sonotrode is immersed in the liquid at the axis of the cuvette, with the vibrating surface resting at 30 mm from the bottom. The sonotrode vibrates with an amplitude of 164 µm and frequency 20 kHz, with a power input $Q_{us}$ of 70 W. The resulting acoustic pressure is calculated as $P_{max} = \sqrt{2 \rho c Q_{us} / A}$, where $A$ is the surface area of the sonotrode [15].

<table>
<thead>
<tr>
<th>Material Property</th>
<th>Aluminium (700 °C)</th>
<th>Water (20 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sound speed $c$ (m s$^{-1}$)</td>
<td>4600.</td>
<td>1482.</td>
</tr>
<tr>
<td>Density $\rho_t$ (kg m$^{-3}$)</td>
<td>2375.</td>
<td>1000.</td>
</tr>
<tr>
<td>Dynamic viscosity $\mu_t$ (mPa s)</td>
<td>1.0</td>
<td>1.004</td>
</tr>
<tr>
<td>Surface tension $\sigma$ (N m$^{-1}$)</td>
<td>0.860</td>
<td>0.079</td>
</tr>
<tr>
<td>Vapour pressure $p_v$ (kPa)</td>
<td>Negligible</td>
<td>2.2</td>
</tr>
<tr>
<td>Bulk modulus $K$ (GPa)</td>
<td>41.2</td>
<td>2.15</td>
</tr>
</tbody>
</table>

4. Results and conclusions

Figure 1 shows the computed acoustic pressure at a probe position that is 7 mm horizontally from the vibrating surface of the sonotrode using the fourth-order solver. Figure 2 shows the predicted pressure profile in the cuvette. Three cases were run: with the fourth-order solver including the acceleration term in source terms (4) and (5), the fourth-order solver without the acceleration term, and the second order solver without the acceleration term. The same Courant number of 0.2 and a grid size of 0.5 mm were used. The fourth-order scheme converges with the acceleration term included while the second-order leapfrog scheme diverges. The second-order scheme converges to a wrong solution without the acceleration term. This instability arises in the second-order scheme because of the inaccurate prediction of acoustic pressure, which then results in an inaccurate bubble distribution profile: this is fed back to the pressure solver in the next iteration.

The fourth-order scheme is therefore more suitable for handling large acoustic pressures and bubble fraction variations; the higher-order method is both less prone to numerical diffusion and accurate with large Courant numbers of order 0.2. Since ultrasonic melt treatment processes are long – melt treatment in a typical crucible is of the order of minutes –, the numerical scheme for modelling acoustic cavitation will always suffer from numerical diffusion creeping in as the solution advances in time. Higher-order methods are therefore required in these cases so that numerical simulations can run to completion, without unrealistic prediction of acoustic pressures.
However, the method does not resolve the peaks arising from bubble collapses accurately: this is an inherent property of the homogeneous model. The fine details of the bubble dynamics are sacrificed to recover their overall effect on the domain acoustic pressure. This is to enable a sufficiently accurate simulation involving large time steps, which is a requirement for industrial-scale design of experiments simulations. This feature is crucial for the optimization of launder and crucible flow configurations, as would be required by industrial processes involving ultrasonic melt treatment. A numerical simulation employing baffles to increase the treatment time of liquid metal in cavitation zones will benefit from a higher-order scheme for the solution of acoustic pressure.

Figure 1: Comparison between predicted acoustic pressure at probe position for different solvers and experimental data from [12].

Figure 2: Computed acoustic pressure contour with the fourth-order spatial scheme.
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